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Abstract

by

Shirley J. Dyke

Most of the current research on active structural control for aseismic protection has

been based on either full state feedback strategies or velocity feedback strategies. How-

ever, accurate measurement of the necessary displacements and velocities of the structure

is difficult to achieve directly, particularly during seismic activity. Because accelerometers

are inexpensive and can readily provide reliable measurement of the structural accelera-

tions, development of control methods based on acceleration feedback is an ideal solution

to this problem. 

The focus of this dissertation is the development and experimental verification of

acceleration feedback strategies for seismically excited structures. Both active and semi-

active control systems are considered. Three different active control configurations are

considered, including an active bracing system, an active tendon system, and an active

mass driver system. The system identification procedure used in these studies is presented,

and the effects of control-structure interaction are incorporated into the models. /LQG

control strategies are applied to design the control systems. In addition to the active con-

trol experiments, one semi-active system employing a promising new semi-active device

known as a magnetorheological (MR) damper is studied. The device is employed to con-

trol a three-story test structure. A phenomenological model that is based on a Bouc-Wen

H2



hysteresis model is proposed and shown to effectively portray the behavior of a typical

MR damper. System identification techniques and acceleration feedback control strategies

which are appropriate for semi-active control systems are developed and applied. The

studies discussed herein demonstrate that acceleration feedback control strategies are

effective and practically implementable for active and semi-active structural control appli-

cations. 
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CHAPTER 1

Introduction

In the U.S., the concept of employing active control systems in civil engineering

structures to minimize the vibrational response was originally suggested by Yao (1972). In

the years since, significant progress has been made in the design, development and verifi-

cation of such systems to mitigate the effects of environmental loads such as high winds

and earthquakes. Recently, active and hybrid control systems have even been implemented

in a number of structures in Japan. However, the engineering community is not yet ready

to fully accept structural control systems to reduce the effects of natural hazards on struc-

tures. This lack of acceptance arises, in part, from questions of stability, cost effectiveness,

reliability, power requirements,etc.

New control devices and strategies are continually being developed to address these

issues in an effort to increase the acceptance of structural control systems. Prior to imple-

mentation on actual structures, extensive experimental verification of these systems must

be performed to provide insight and expose difficulties which are not encountered in com-

puter simulations. Additionally, knowledge and experience acquired during these studies

aid in the development of improved models of the control devices and systems that may be

used to construct more sophisticated simulations.
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Many agree that the next generation of control research for civil engineering appli-

cations must focus on developing systems that are more implementable (Housner,et al.,

1994a; Kobori, 1994). One necessary condition for a control strategy to be implementable

is that it must use available measurable responses to determine an appropriate control

action. Most of the previous research in the control of civil engineering structures has

assumed that all of the structure’s states can be directly measured (i.e., full state feedback).

However, this situation rarely occurs in practice. Usually, the number and type of struc-

tural responses that can be readily obtained is quite limited.

Of the structural responses that can be directly observed, one of the easiest to obtain

is acceleration. Accelerometers can readily provide inexpensive and reliable measure-

ments of the accelerations at strategic locations on the structure. Moreover, in contrast to

displacement and velocity measurements, acceleration measurements are independent of

the inertial reference frame in which they are taken. Thus, for practical implementation,

absolute structural acceleration measurements are ideal outputs to use for determination of

the control action. Controllers that are based on partial measurement of the states, or linear

combinations of the states as in the case of absolute acceleration feedback, are termed out-

put feedback controllers.

The focus of this dissertation is the development and experimental verification of

acceleration feedback control strategies for seismically excited structures. Both active and

semi-active control systems are considered. In each of the experiments, accelerometers

located on the floors of the model structures provided the primary measurements of the

structural response used for determination of the control action. Using the acceleration

feedback strategies, three different active control actuator configurations are considered,
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including an active bracing system, an active tendon system, and an active mass driver sys-

tem. Acceleration feedback strategies proposed by Spenceret al. (1991, 1994), Suhardjo

(1990) and Suhardjoet al. (1992) are employed in the control studies. The analytical

results presented therein indicated that acceleration feedback strategies would be effective

for active control applications, but a number of challenges had to be overcome for success-

ful experimental implementation. These challenged are addressed herein.

In addition to the active control studies, a semi-active control system employing a

promising new device known as a magnetorheological (MR) damper is investigated.

Appropriate control-oriented system identification techniques and semi-active control

strategies based on acceleration feedback are developed and applied in the analysis. The

investigations discussed in this dissertation are designed to demonstrate that acceleration

feedback control strategies are effective and practically implementable for active and

semi-active structural control applications.

1.1  Literature Review

Structural control systems fall into four basic categories: passive, active, hybrid, and

semi-active. Passive systems, including base isolation, viscoelastic dampers and tuned

mass dampers, employ supplemental devices which respond to the motion of the structure

to dissipate vibratory energy in the structural system. These systems are well understood

and are accepted by the engineering community as a means for mitigating the effects of

dynamic loadings such as strong earthquakes and high winds. However, these passive-

device methods have the limitation of not being able to adapt to structural changes and to

varying usage patterns and loading conditions. Active, hybrid and semi-active control sys-

tems have the ability to adapt to various operating conditions. In the remainder of this sec-
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tion, previously reported research on the various types of active, hybrid, and semi-active

control systems will be discussed.

1.1.1  Active Structural Control

Active control strategies have been developed as one means by which to minimize

the effects of these environmental loads (see Soong, 1990; Housner and Masri, 1990,

1993; Housner, et al., 1994a). Active control systems operate by using external energy

supplied by actuators to impart forces on the structure. The appropriate control action is

determined based on measurements of the structural responses. For approximately two

decades, researchers have investigated the possibility of using active control methods to

improve upon passive approaches to reduce structural responses.

A variety of active control mechanisms have been suggested. These mechanisms

include the active tendon system (Roorda 1975; Yang and Giannopoulos 1978; Abdel-

Rohman and Leipholz 1978a), the active bracing system (Reinhorn,et al., 1989b), the

active tuned mass damper/driver (Abdel-Rohman and Leipholz 1983; Chang and Soong

1980), and the active aerodynamic appendage mechanism (Soong and Skinner 1981;

Abdel-Rohman 1984). To evaluate the effectiveness of active structural control systems

for earthquake hazard mitigation, the National Center for Earthquake Engineering

Research (NCEER) has conducted extensive experiments on scale models of buildings.

Chung, et al. (1988) applied linear quadratic regulator theory to a SDOF structure

equipped with an active tendon system and later extended this work to a three degree-of-

freedom structure in Chung, et al. (1989). Reinhorn, et al. (1989b) also applied active con-

trol algorithms to a six-story model structure.
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Various control algorithms for active systems have been considered. Output feed-

back strategies using absolute acceleration measurements were developed by Spenceret

al., (1991, 1994), Suhardjoet al., (1992) and Suhardjo (1990). Control algorithms which

account for the force and stroke limitations of control actuators have been investigated

(Asano and Nakagawa, 1993; Tamura,et al. 1994; Indrawan and Higashihara, 1993). Non-

linear control algorithms have also been considered in an effort to increase the effective-

ness of these active systems (Gattulli and Soong, 1994). Other types of control algorithms

that have been suggested for active control system include fuzzy control (Chameau,et al.,

1991; Furutaet al., 1994), neural-based control (Casciati,et al., 1993; Shoureshi,et al.,

1994), and sliding mode control (Yang,et al., 1994b). Additionally, a number of strategies

for active control systems were discussed and compared by Casciati and Yao (1994).

Issues associated with the successful implementation of these control systems when

they are applied to actual structures have also been studied. Housneret al. (1994b)

stressed the importance of system integration in the design and development of active con-

trol systems. Not only is it necessary to consider the individual components of a control

system, but the system as a whole must be understood, including the structure, control

devices, sensors, and computer control system. In this regard, Soong and Reinhorn (1993)

discussed these issues in more detail and examined two case studies including an active

bracing system and an active mass driver system. Additionally, the effects of control-struc-

ture interaction and actuator dynamics have been considered by Dykeet al. (1995), and

digital control implementation issues were addressed by Quastet al. (1995).

The first implementation of an active control system to a full-scale building was the

Kyobashi Seiwa building in 1989 (Kobori 1994; Sakamoto,et al., 1994), as shown in Fig.
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1.1. Two active mass drivers were installed on the top floor to reduce structural vibrations

due to moderate earthquakes and strong winds, and to increase the comfort level of the

building’s occupants. A primary AMD (4 tons) was employed to control the lateral motion

and the secondary AMD (1 ton) controls the torsional motion. Active and hybrid structural

control systems have subsequently been installed in over twenty buildings and utilized

during the construction of more than ten bridges.

Even though a large amount of analytical and experimental research has been con-

ducted in the last twenty years, and a number of full-scale structures in Japan have been

equipped with active control systems, there are no full-scale, active control implementa-

tions in the U.S. This is partially due to the lack of standardized analysis and testing proce-

dures for the control systems and devices. Moreover, the U.S. construction industry

appears to be conservative and reluctant to employ new technologies. Before active con-

trol can gain general acceptance, a number of challenges must be addressed. According to

Fujino et al., (1996), these challenges include: (i) reduction of capital cost and mainte-

Figure 1.1 Kyobashi Seiwa Building with an AMD System.
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nance, (ii) eliminating reliance on external power, (iii) increasing system reliability and

robustness, and (iv) gaining acceptance of nontraditional technology.

Although a number of questions still exist regarding the application of active control

systems to civil engineering structures, the future is promising. Hybrid and semi-active

control strategies appear to have the potential to address a number of the challenges to this

technology. The following sections discuss some of the hybrid control systems, which are

more mature, and recently proposed semi-active control systems, employing devices that

potentially offer the reliability of passive devices, yet maintain the versatility and adapt-

ability of fully active systems.

1.1.2  Hybrid Structural Control Systems

Hybrid control strategies have been investigated by many researchers to exploit their

potential to increase the overall reliability and efficiency of the controlled structure (Soong

and Reinhorn, 1993). A hybrid control system is typically defined as one which employs a

combination of two or more passive or active devices. Because multiple control devices

are operating, hybrid control systems can alleviate some of the restrictions and limitations

that exist when each system is acting alone. Thus, higher levels of performance may be

achievable. Additionally, the resulting hybrid control system can be more reliable than a

fully active system, although it is also often more complicated. Research in the area of

hybrid control systems has focused on two classifications of systems: i) hybrid mass

damper systems, and ii) active base isolation.

The hybrid mass damper (HMD) is the most common control device employed in

full-scale civil engineering applications. The HMD is a combination of a tuned mass
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damper (TMD) and an active control actuator. The ability of this device to reduce struc-

tural responses relies mainly on the natural motion of the TMD. The forces from the con-

trol actuator are employed to increase the efficiency of the HMD and to increase its

robustness to changes in the dynamic characteristics of the structure. The energy and

forces required to operate a typical HMD are far less than those associated with an fully

active mass driver system of comparable performance.

Many researchers have made significant con-

tributions toward development of HMDs that are

compact, efficient and practically implementable. A

number of innovative, compact, long-period devices

have been reported. For example, Tanida,et al.

(1991) developed an arch-shaped HMD that has

been employed in a variety of applications, includ-

ing bridge tower construction, building response

reduction and ship roll stabilization. An arch-shaped

hybrid mass damper (see Fig. 1.2) was used during

construction of the bridge tower (height = 119m) of

the Rainbow suspension bridge in Tokyo to reduce

large-amplitude vortex-induced vibration expected to occur at a wind speed of 7m/s

(Tanida,et al. 1991; Tanida 1995). The mass ratio for the hybrid damper used for the

Rainbow bridge tower was 0.14% of the first modal mass of a structure, whereas a compa-

rable passive TMD would require a 1% mass ratio to achieve a similar level of perfor-

Figure 1.2 Rainbow Bridge Tower
While under Construction.
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mance. Figure 1.3 shows an extension of the arch-shaped HMD, the V-shaped HMD

(Koike, et al., 1994), which has the advantage of an easily adjustable fundamental period.

Three of these devices were installed in the Shinjuku Park Tower, the largest, in terms of

square footage, building in Japan. Two multi-step pendulum HMDs (Yamazaki,et al.,

1992; Yamazaki,et al., 1995) have been developed and installed in the Yokahoma Land-

mark Tower, the tallest building in Japan. Additionally, the DUOX HMD (Kobori, 1994),

which attains high control efficiency with a small actuator force, has been proposed and

employed in two buildings (see Fig. 1.5). Devices similar to the DUOX HMD were also

Figure 1.3 V-Shaped Hybrid Mass Damper.

Figure 1.4 Multi-Step Pendulum Damper Used in the Yokohama Landmark Tower.
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studied by Iemura and Izuno (1994) and Ohrui,et al. (1994). Otsuka,et al. (1994) con-

ducted experiments in which a roller-pendulum based HMD was applied to control a

tower experiencing seismic excitation. Cheng,et al. (1994) proposed to use an HMD sys-

tem, combining a control actuator with a passive tuned liquid damper to control wind-

induced vibration of the Nanjing tower in Nanjing, China. Information regarding other

full-scale structural control implementations employing HMDs have been documented

(e.g., see Hirai,et al., 1993; Higashino and Aizawa 1993; Sakamoto,et al., 1994;

Ohyama,et al., 1994; Suzuki,et al., 1994; Fujino 1994; Fujino and Yamaguchi 1994;

Fujita, et al., 1994a,b; Koike,et al., 1994; Nakamura,et al., 1994; Shiba,et al., 1994;

Yamamoto and Aizawa 1994).

A number of researchers have investigated various control methods for HMDs. For

example, Shing,et al., (1994), Kawatani,et al. (1994), Petti,et al. (1994), Suhardjo,et al.

(1992) and Spencer,et al. (1994) have considered optimal control methods for HMD con-

troller design. Tamura,et al. (1994) proposed a gain scheduling technique in which the

control gains vary with the excitation level to account for stroke and control force limita-

tions. Similarly, Niiya,et al. (1994) proposed an ad hoc control algorithm for HMDs to

Figure 1.5 Concept of the DUOX System.
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account for the limitations on the stroke. Adjikari and Yamaguchi (1994) and Nonami,et

al. (1994) applied sliding mode theory to control structures with HMD systems.

Another class of hybrid control systems which has been investigated by a number of

researchers is found in the active base isolation system, consisting of a passive base isola-

tion system combined with a control actuator to supplement the effects of the base isola-

tion system. Base isolation systems have been implemented on civil engineering structures

worldwide for a number of years because of their simplicity, reliability and effectiveness.

Excellent review articles of base isolation systems are presented by Kelly (1981, 1986),

Buckle and Mayes (1990), and Soong and Constantinou (1994). However, base isolation

systems are passive systems and are limited in their ability to adapt to changing demands

for structural response reduction. With the addition of an active control device to a base

isolated structure, a higher level of performance can be potentially achieved without a sub-

stantial increase in the cost (Reinhorn,et al., 1987).

Through simulations, Yoshida,et al. (1994) investigated the use of LQG and

control strategies with hybrid base isolation systems. Additionally, several small-scale

experiments have been performed to verify the effectiveness of these systems in reducing

the structural responses. Reinhorn and Riley (1994) performed analytical and experimen-

tal studies of a small-scale bridge with a sliding hybrid isolation system in which a control

actuator was employed between the sliding surface and the ground to supplement the base

isolation system.

Also mentioned in this context is another type ofhybrid base isolation system which

employs a semi-active friction-controllable fluid bearing in the isolation system. Feng,et

al. (1993) employed such bearings in a hybrid base isolation system in which the pressure

H∞
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in the fluid could be varied to control the amount of friction at the isolation surface. Yang,

et al. (1994a) investigated the use of continuous sliding mode control and variable struc-

ture system for a base isolated structure with friction-controllable bearings.

Because base isolation systems often exhibit nonlinear behavior, researchers have

developed various nonlinear control strategies including fuzzy control (Nagarajaiah,

1994), neural network based control (Venini and Wen, 1994) and adaptive nonlinear con-

trol (Rodellar,et al., 1994). In addition, Inaudi,et al. (1993) studied the use of frequency

domain shaping techniques in designing controllers.

1.1.3  Semi-Active Structural Control Systems

Semi-active control devices have received a great deal of attention in recent years

because they offer the adaptability of active control devices without requiring the associ-

ated large power sources. In fact, many can operate on battery power, which is critical dur-

ing seismic events when the main power source to the structure may fail. According to

presently accepted definitions, a semi-active control device is one that cannot increase the

mechanical energy in the controlled system (i.e., including both the structure and the

device), but has properties which can be dynamically varied to optimally reduce the

responses of a structural system. Therefore, in contrast to active control devices, semi-

active control devices do not have the potential to destabilize the structural system (in the

bounded input/bounded output sense). Preliminary studies indicate that appropriately

implemented semi-active systems perform significantly better than passive devices and

have the potential to achieve, or even surpass, the performance of fully active systems,

thus allowing for the possibility of effective response reduction during a wide array of

dynamic loading conditions. Examples of such devices include variable-orifice fluid
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dampers, controllable friction devices, variable stiffness devices, controllable liquid

dampers and controllable fluid dampers.

One means of achieving a variable damping device is to use an electromechanically-

variable orifice to alter the resistance to flow of a conventional hydraulic fluid. A sche-

matic of such a device is given in Fig. 1.6. The concept of applying this type of variable

damping devices to control the motion of bridges experiencing seismic motion was first

discussed by Feng and Shinozuka (1990) and by Kawashima,et al. (1992). Variable-ori-

fice dampers have been studied at the National Center for Earthquake Engineering

Research in Buffalo, N.Y. (Shinozuka,et al., 1992; Constantinou and Symans, 1992; Con-

stantinou,et al., 1993, 1994; Symans and Constantinou, 1995). Sack and Patten (1994)

conducted experiments in which a hydraulic actuator with a controllable orifice was

applied to a single-lane test bridge to dissipate the energy induced by vehicle traffic (see

also Patten,et al., 1994a). The effectiveness of devices in controlling seismically excited

buildings has been demonstrated through both simulation and small-scale experimental

studies (Sack,et al., 1994; Patten,et al., 1994b; Kurata,et al., 1994). Kamagata and

Load

variable-orifice valve

Figure 1.6 Schematic of a Variable-Orifice Damper.
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Kobori (1994) employed a variable-orifice damper to investigate adaptive control methods

for an active variable stiffness system at the Kobori Research Complex. The results of

these analytical and experimental studies indicate that this device is effective in reducing

structural responses.

Various semi-active devices have been proposed which utilize forces generated by

surface friction to dissipate vibratory energy in a structural system. Akbay and Aktan

(1990, 1991) and Kannanet al. (1995) proposed variable friction devices which consists

of a friction shaft which is rigidly connected to the structural bracing. The force at the fric-

tional interface was adjusted to allow controlled slippage. A similar device was considered

at the University of British Columbia (Dowdell and Cherry, 1994a,b; Cherry, 1994).

Through analytical studies, the ability of these semi-active devices to reduce the interstory

drifts of a seismically excited structure was investigated (Dowdell and Cherry, 1994b). In

addition, a semi-active friction-controllable fluid bearing has been employed in parallel

with a seismic isolation system in Feng,et al. (1993), Nagarajaiah (1993), Yang,et al.

(1994), and Fujitaet al., (1995).

Another type of semi-active control device utilizes the dynamic motion of a sloshing

fluid or a column of fluid to reduce the responses of a structure. These liquid dampers are

based on the passive tuned sloshing dampers (TSD) and tuned liquid column dampers

(TLCD). As in a tuned mass damper (TMD), the TSD uses the liquid in a sloshing tank to

add damping to the structural system. Similarly, in a TLCD, the moving mass is a column

of liquid which is driven by the vibrations of the structure. Because these passive systems

have a fixed design, they are not very effective for a wide variety of loading conditions,

and researchers are looking toward semi-active alternatives for these devices to improve
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their effectiveness in reducing structural responses (Kareem, 1994). Lou,et al. (1994) pro-

posed a semi-active device based on the passive TSD, in which the length of the sloshing

tank could be altered to change the properties of the device. Haroun,et al. (1994) pre-

sented a semi-active device based on a TLCD with a variable-orifice.

All of the semi-active control devices discussed until now in this section have

employed some electrically controlled valves or mechanisms. Such mechanical compo-

nents can be problematic in terms of reliability and maintenance. Another class of semi-

active devices uses controllable fluids. The advantage of controllable fluid devices is that

they contain no moving parts other than the piston, which makes them very reliable.

Two fluids that are viable contenders for development of controllable dampers are:

(i) electrorheological (ER) fluids and (ii) magnetorheological (MR) fluids. The essential

characteristic of controllable fluids is their ability to reversibly change from a free-flow-

ing, linear viscous fluid to a semi-solid with a controllable yield strength in milliseconds

when exposed to an electric (for ER fluids) or magnetic (for MR fluids) field. Although the

discovery of both ER and MR fluids dates back to the late 1940’s (Winslow 1947; Win-

slow 1949; Rabinow 1948), research programs have to date concentrated primarily on ER

fluids. A number of ER fluid dampers have recently been developed, modeled, and tested

for civil engineering applications (Ehrgott and Masri, 1994; Gavin,et al., 1994a,b; Gorda-

ninejad,et al., 1994; Makris,et al., 1995, 1996; McClamroch and Gavin, 1995). One type

of controllable fluid damper is shown conceptually in Fig. 1.7, although a variety of

designs have been investigated.

Recently developed MR fluids appear to be an attractive alternative to ER fluids for

use in controllable fluid dampers (Carlson 1994; Carlson and Weiss 1994; Carlson,et al.
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1995; see also:http://www.rheonetic.com/mrfluid/). MR fluids typically consist of micron-

sized, magnetically polarizable particles dispersed in a carrier medium such as mineral or

silicone oil. When a magnetic field is applied to the fluid, particle chains form, and the

fluid becomes a semi-solid and exhibits viscoplastic behavior similar to that of an ER

fluid. Transition to rheological equilibrium can be achieved in a few milliseconds, allow-

ing construction of devices with high bandwidth. Additionally, Carlson and Weiss (1994)

indicated that the achievable yield stress of an MR fluid is an order of magnitude greater

than its ER counterpart and that MR fluids can operate at temperatures from –40 to 150oC

with only slight variations in the yield stress. Moreover, MR fluids are not sensitive to

impurities such as are commonly encountered during manufacturing and usage, and little

particle/carrier fluid separation takes place in MR fluids under common flow conditions.

Further, a wider choice of additives (surfactants, dispersants, friction modifiers, anti-wear

agents,etc.) can generally be used with MR fluids to enhance stability, seal life, bearing

life, etc, since electro-chemistry does not affect the magneto-polarization mechanism. The

MR fluid can be readily controlled with a low voltage (e.g., ~12–24V), current-driven

Figure 1.7 Schematic of a Controllable Fluid Damper.
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power supply outputting only ~1–2 amps. Table 1.1 provides a comparison between the

key physical characteristics of the MR and ER fluids. The future of MR devices for civil

engineering applications appears to be quite bright (Spencer,et al., 1996a–d; Dyke,et al.,

1996c–f).

Because all of these semi-active devices are intrinsically nonlinear, one of the main

challenges is to develop control strategies that can optimally reduce structural responses.

Various nonlinear control strategies have been developed to take advantage of the particu-

lar characteristics of the semi-active devices, including bang-bang control (McClamroch

and Gavin, 1995), clipped-optimal control (Patten,et al., 1994a,b; Dyke,et al., 1996c–f),

bi-state control (Patten,et al., 1994a,b), fuzzy control methods (Sun and Goto, 1994), and

adaptive nonlinear control (Kamagata and Kobori, 1994).

Table 1.1 Summary of the Physical Characteristics of MR and ER Fluids.

Property MR Fluids ER Fluids

Yield Stress, > 80 kPa 3.0 – 3.5 kPa

Operable Temperature Range–50 to 150oC –25 to 125oC

Plastic Viscosity, 0.10 to 0.70 Pa-sec 0.10 to 0.70 Pa-sec

Stability Not affected by most chemical
impurities

Cannot tolerate impurities

 sec/Pa  sec/Pa

Power Supply 12-24V, ~1A ~4000V, ~1 mA

Response Time milliseconds milliseconds

Particle Sedimentation Little Little

Raw Materials nontoxic & environmentally safe nontoxic & environmentally safe

τy

ηp

ηp τy(field)
2⁄ 5

11–×10≈ 5
8–×10≈
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1.2  Overview of the Dissertation

The focus of this dissertation is the experimental verification of the acceleration

feedback strategies developed by Spenceret al. (1991, 1994), Suhardjo (1990) and

Suhardjoet al. (1992) for seismically excited structures. Both active and semi-active con-

trol systems are considered.

Chapter 2 presents a number of topics that will be used in the later chapters for the

design, development and experimental verification of the proposed structural control strat-

egies. The discussion will include: techniques and equipment used for reliable data acqui-

sition and processing, system identification procedures employed to develop control-

oriented mathematical models of the active and semi-active systems, acceleration feed-

back control design methods, and issues related to digital control implementation.

The effects of control-structure interaction and actuator dynamics, as they apply to

active control systems, are addressed in Chapter 3. First, the phenomenon of control-struc-

ture interaction will be discussed and specific models are developed for hydraulic actua-

tors typical of those used in many active control situations. Next, through illustrative

examples, the consequences of neglecting, or only partially accounting for, actuator

dynamics and control-structure interaction are demonstrated.

In Chapters 4–6, experimental verification of acceleration feedback strategies is pre-

sented for three active control systems. In the first active control experiment, a three-story

test structure at the Structural Dynamics and Control/Earthquake Engineering Laboratory

(SDC/EEL) at the University of Notre Dame (http://www.nd.edu/~quake/) is configured

with an active bracing system (Chapter 4). This experiment constitutes the first successful

experimental implementation of acceleration feedback control strategies. To demonstrate
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the validity of the acceleration feedback control strategies for larger scale structures, the

second verification of these methods is performed on the 1:4 scale, tendon-controlled,

three-story test structure at the National Center for Earthquake Engineering Research

(NCEER) at SUNY-Buffalo (Chapter 5). Because of the large number of full-scale imple-

mentations of active and hybrid mass driver systems in Japan, the final verification for

active control systems is performed on the three-story test structure at the SDC/EEL con-

figured with an active mass driver (AMD) on the top floor (Chapter 6).

In the latter portion of the dissertation, acceleration feedback strategies are devel-

oped and experimentally verified for semi-actively controlled structures. In this study, a

prototype MR damper, obtained from the Lord Corporation of Cary, North Carolina, is

employed to control the three-story test structure at the SDC/EEL. The MR damper is cho-

sen for this study because of its mechanical simplicity, low operating power requirements,

environmental robustness, and demonstrated potential for developing forces sufficient for

full-scale applications.

To experimentally verify the acceleration feedback strategies for this semi-active

system, the first step is to develop a high fidelity model of the MR damper for use in con-

trol design and analysis. This task is challenging because the MR damper, like most semi-

active control means, is a highly nonlinear device. A phenomenological model of the MR

damper is proposed in Chapter 7 which effectively models the behavior of the MR damper

over a wide range of operating conditions. A clipped-optimal control strategy based on

acceleration feedback methods is developed in Chapter 8 and, through numerical example,

shown to be effective for structural response reduction. Experimental verification of the

acceleration feedback methods for the semi-active system is presented in Chapter 9.
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CHAPTER 2

Background 

In this chapter, a number of topics are discussed that are used in later chapters for sys-

tem modeling, control design, and control implementation. Because accurate data acquisi-

tion and processing techniques are important for the development of effective models of

the structural systems as well as the reliable evaluation of system performance, some

issues associated with these subjects are presented first. The system identification proce-

dures used to develop mathematical models of the structural systems are then presented.

Next, H2/LQG frequency domain control design methods, which utilize the structural

acceleration responses (Suhardjo, 1990; Suhardjo et al., 1992; Spencer, et al., 1991, 1994)

are discussed. Subsequently, a description of the hardware and software employed for the

controller implementation is provided, including a discussion of the supervisory features

designed to monitor operation of the control system. In the last section, several issues

associated with digital control implementation are addressed. 

2.1  Data Acquisition and Processing

Accurate data acquisition and processing techniques are important in the effective

modeling and reliable evaluation of structural control systems. Often models are identified

based on experimentally obtained data, and the quality of the resulting model is closely

linked to the quality of the data on which it is based. Inaccurate recording of the system

responses may lead to modeling errors and control designs which are ineffective or even
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unstable when implemented. Additionally, to evaluate the performance of a control sys-

tem, it is necessary to obtain an accurate record of the structural responses. To obtain

high-quality data, a good understanding of the sampling process and certain phenomena

associated with processing the data is important. In this section, the source of these phe-

nomena are explained, the techniques used to minimize the errors in processing the data

are presented, and the data acquisition instrumentation used in the experiments discussed

herein is described.

2.1.1  Phenomena Associated with Sampling and Data Acquisition

Although most of the sensors used in structural control systems are analog devices,

data acquisition is usually performed with a digital computer. The quality of the data

obtained is heavily dependent upon the specific manner in which the data are obtained and

the subsequent processing. To be recorded on a computer, the analog signals must be dis-

cretized in time and in magnitude, which inevitably results in errors in the time and fre-

quency domain representations of the measured signals. The processing of the recorded

data can also introduce additional errors. If the sources of these errors are identified and

understood, the effects on the recorded data can be minimized. 

Three important phenomena associated with data acquisition and digital signal pro-

cessing are quantization errors, aliasing, and spectral leakage. The sources of each of these

phenomena are discussed in the following sections and examples are provided which dem-

onstrate their associated effects. 

Quantization Error

The device that allows the digital computer to sample the analog signal provided by a

sensor is the analog-to-digital (A/D) converter. An A/D converter can be viewed as being

composed of a sampler and a quantizer. The sampler discretizes the signal in time, and the
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quantizer discretizes the signal in magnitude. In sampling a continuous signal, the quan-

tizer must truncate, or round, the magnitude of the continuous signal to a digital represen-

tation in terms of a finite number of bits. Typically, data acquisition boards have A/D

converters with 8, 12, or 16 bits, corresponding to dynamic ranges of 48, 72, and 96 dB,

respectively. A simple example demonstrating the effect of quantization on a sinusoidal

signal is shown in Fig. 2.1. Here, the dotted line is the actual signal being measured and

the solid line represents a quantized version of the signal. Each value of the signal is

rounded to one of ten discrete levels, resulting in significant errors in the quantized signal.

The difference between the actual value of the signal and the quantized value is con-

sidered to be a noise which increases uncertainty in the measurement. To minimize the

effect of this noise, the truncated portion of the signal should be small relative to the actual

signal. Thus, the maximum value of the signal should be as close as possible to, but not

exceed, the full scale voltage of the A/D converter. If the maximum amplitude of the sig-

nal is known, an input amplifier can be incorporated before the A/D converter, thus reduc-

ing the effect of quantization. Once the signal is processed by the A/D system, it can be

divided numerically in the data analysis program by the same ratio that it was amplified by

at the input to the A/D converter to restore the original scale of the signal. 

Figure 2.1 The Effect of Quantization.
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Aliasing

The second component of the A/D converter is the sampler, which discretizes the ana-

log signal in time. Often the frequency domain representation of the signal is determined

(with a FFT) and errors can be introduced in the frequency domain if appropriate filtering

of the signal is not performed before the signal is sampled. According to Nyquist sampling

theory, the sampling rate must be at least twice the largest significant frequency compo-

nent present in the signal to obtain an accurate discrete representation of the signal (Ber-

gland, 1969). If this condition is not satisfied, the frequency components above the

Nyquist frequency ( , where  is the sampling period) are aliased to lower

frequencies. Once the signal has been sampled, it is no longer possible to identify which

portion of the signal is due to the higher frequencies. The phenomenon of aliasing is dem-

onstrated in Fig. 2.2. Two sinusoidal signals are shown with frequencies of 1 Hz and 9 Hz.

If both of these signals are sampled at 10 Hz, the signals have the same values at the sam-

pling instants. Although the two signals do not have the same frequency, the frequency

domain representations of the sampled versions of the signals is identical, as shown in Fig.

2.2. To ensure that aliasing does not occur, the sampling frequency is chosen to be greater

than twice the highest frequency in the measured signal. 

In reality, no signal is ideally bandlimited, and a certain amount of aliasing will occur

in the sampling of any physical signal. To reduce the effect of this phenomenon, analog

low-pass filters are typically introduced prior to sampling to attenuate the high frequency

components of the signal that would be aliased to lower frequencies. Since a transfer func-

tion is the ratio of the frequency domain representations of an output signal of a system to

an input signal, it is important to use anti-aliasing filters with identical phase and ampli-

tude characteristics for measuring both signals. Such phase/amplitude matched filters pre-

fN 1 2T( )⁄= T
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vent systematic bias errors due to the filtering process from being present in the resulting

transfer functions.  

Spectral Leakage

Errors may also be introduced in the frequency domain representation of a signal due

to the processing of the data. In processing the discrete-time data to determine the fre-

quency domain representation of the signal, a finite number of samples is acquired and an

FFT is performed. This process introduces a phenomenon associated with Fourier analysis

known as spectral leakage (Bergland, 1969; Harris, 1978). There are two approaches to

explain the source of spectral leakage. To describe the first, more intuitive approach, recall

that the discrete Fourier transform is defined only at a finite number of frequencies, as dis-

cussed in section 2.1.2. If the signal contains frequencies which are not exactly on these

Figure 2.2 The Effect of Aliasing.
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spectral lines, the periodic representation of the signal will have discontinuities and the

frequency domain representation of the signal is distorted. In the second description of

spectral leakage, the finite duration discrete signal is considered be an infinite duration

signal which has been multiplied by a rectangular window. This multiplication in the time

domain is equivalent to a convolution of the frequency domain representation of the mea-

sured signal with that of the rectangular window. The Fourier transform of the rectangular

window has a magnitude described by the function  (where

). The result of this convolution is a distorted version of

the Fourier transform of the original infinite signal. 

A technique known as windowing is applied to minimize the amount of distortion due

to spectral leakage. The sampled finite duration signal is multiplied by a function, or win-

dow, before the FFT is performed. Based on the specific type of signal considered (e.g.,

narrow-band random, periodic, impulse response), this time domain function is chosen

with frequency domain characteristics to reduce the amount of distortion in the frequency

domain representation of the signal. 

The effect of spectral leakage is illustrated in Fig. 2.3. The spectrum of a finite sample

of a 2 Hz signal is compared to the spectrum of the same signal multiplied by a Hanning

window, given by

 . (2.1)

where  and N is the number of points in the FFT. The frequency domain repre-

sentation of the Hanning window has reduced side lobes (the peaks on either side of the

main peak) compared to those of the rectangular window, which decreases the amount of

distortion in the frequency domain representation. Notice that the frequency domain repre-

sentation of the raw signal contains nonzero components on either side of the main peak,

Sinc fT( )

Sinc fT( ) Sin πfT( ) πfT( )⁄=

wH nT( ) α 1 α–( ) 2π N 1–( )⁄( ) cos+

0



= for n N 1–( ) 2⁄≤
otherwise

α 0.5=
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while the windowed signal has less leakage. The Hanning window, which was used in the

analysis of each of the experiments discussed herein, is often recommended for narrow-

band, random signals such as occur in vibration testing. 

2.1.2  Experimental Determination of Transfer Functions

In the identification of linear systems, it is often useful to obtain transfer functions

(also termed frequency response functions) which portray the input/output behavior of the

system in the frequency domain (see section 2.2). Methods for experimental determination

of transfer functions can be classified in two fundamental types: (i) swept-sine, and (ii)

broadband approaches using fast Fourier transforms (FFT). While both methods can pro-

duce accurate transfer function estimates, there are advantages and limitations to each

approach. The swept-sine approach is helpful in recognizing and characterizing nonlinear-

ities which may be present in the system, but it is rather time consuming because it ana-

lyzes the system one frequency at a time. Furthermore, noise in the measurements can

Figure 2.3 The Effect of Spectral Leakage.
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produce significant errors in the results. The broadband approach estimates the transfer

function simultaneously over a band of frequencies, and the effects of noise and nonlinear-

ities are reduced. Herein the structural system is assumed to remain approximately linear,

and the broadband approach is employed to determine the experimental transfer functions. 

To experimentally determine a transfer function using the broadband approach, the

first step is to excite the system input over the frequency range of interest. Assuming the

two continuous signals (input, u, and output, y) are stationary, the transfer function is

determined by dividing the cross-spectral density of the two signals by the autospectral

density of the input signal (Bendat and Piersol, 1980) as in 

 . (2.1)

Experimental transfer functions are determined in a discrete sense. The continuous time

records of the specified system input and the resulting responses are sampled at  discrete

time intervals, yielding the finite duration, discrete-time representations of each signal,

 and , where  is the sampling period and  is an inte-

ger representing the discrete time variable. A periodic representation of this signal (with

period ) is then formed as

. (2.2)

An N-point FFT is performed on the periodic discrete-time signal to compute the discrete

Fourier transform given by

, (2.3)
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where , , and  is the sampling frequency (Antoniou, 1993).

The discrete form of the autospectral density of each input signal and of the cross-spectral

density of each pair of input and output signals are then determined by 

(2.4)

(2.5)

where  is a normalization constant defined as , and ‘*’ indicates the complex

conjugate. For the discrete case, Eq. (2.1) can be written as 

. (2.6)

This discrete frequency transfer function can be thought of as a frequency sampled version

of the continuous transfer function in Eq. (2.1). 

In practice, one collection of samples of length N does not produce very accurate

results due to inherent noise in the measurements. Better results are obtained by averaging

the spectral densities of a number of collections of samples of the same length (Bendat and

Piersol, 1980). Given that the number of collections of samples is M, the equations corre-

sponding to (2.4) through (2.6) are 

(2.7)

(2.8)

(2.9)

where  denotes the spectral density of the ith collection of samples and the overbar rep-

resents the ensemble average. Here, the input and output of the system are assumed to be
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ergodic processes. Therefore, the ensemble averages may be calculated by computing the

corresponding time averages of the functions. 

2.1.3  Description of Data Acquisition Equipment

To develop high quality models and evaluate the structural control systems, two sepa-

rate systems are available in the SDC/EEL to collect the experimental data. In the follow-

ing paragraphs the two systems are described and the advantages of each system are

discussed.

Tektronix Fourier Analyzer

A 4-channel Tektronix 2630 Fourier Analyzer is available to perform on-line calcula-

tions of the experimental transfer functions. This instrument greatly simplifies the tasks of

obtaining and processing experimental data. Both analog and digital anti-aliasing filters

are employed and adjustable input amplifiers for the A/D converters are provided to mini-

mize the errors due to quantization. Voltage ranges span 55 mV to 10 V in 16 steps of 3

dB. This instrument has 12 base-band frequency ranges from DC-5 Hz to DC-20 kHz, 9

zoom ranges from 5 Hz to 2 kHz and built-in anti-aliasing signal conditioners. The

dynamic range is 75 dB, and the real-time bandwidth is 10 kHz. The system also has a

built-in signal generator and a digital record/playback feature that provides high-speed,

bidirectional transfer of digitized input signal between the 2630 and the PC’s hard disk.

Various windowing options are available, including a Hanning window, which is recom-

mended when a broadband excitation is used,. However, one of the limitations of this sys-

tem is that it only has four channels. 

Data Acquisition System

An eight channel data acquisition system was also employed to collect reliable mea-

surement of the structural responses. This data acquisition system consists of eight Sym-
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inex XFM82 3-decade programmable antialiasing filters, an Analogic LSDAS-16-AC-

mod2 data acquisition board, an Analogic CTRTM-05 counter-timer board, and the Snap-

Master software package written by HEM Data Corporation, driven by a Gateway 2000

P5-90 Computer. This high-quality system can be employed to record the time responses

of the systems and the subsequent processing is then performed in MATLAB (1994).

The XFM82 series filters offer programmable pre-filter gains to amplify the signal

into the filter, programmable post-filter gains to adjust the signal so that it falls in the cor-

rect range for the A/D converter, and analog antialiasing filters which are programmable

up to 25 kHz. The high-quality elliptic low-pass filters have a 0.001 dB pass-band ripple, a

stop band magnitude of -90 dB, and a 90 dB/oct roll-off above the cutoff frequency. The

filters on all 8-channels are magnitude/phase matched to within 0.1 dB/1 degree to 90% of

the cutoff frequency. In addition, each channel has a sample-and-hold device to allow

simultaneous measurement of all signals. Simultaneous sample-and-hold (SSH) is neces-

sary to eliminate systematic bias in the phase of the transfer functions.

The Analogic LSDAS-16-AC-mod2 data acquisition board is a high speed, high pre-

cision multifunction board featuring 50 kHz sampling and 16 bits of A/D resolution. The

LSDAS-16-AC-mod2 can measure up to 8 channels in the differential input mode. This

mode is recommended for noise rejection and resistance to ground loops. To take full

advantage of the SSH ability of the XFM82 filters, the sample-and-hold and A/D conver-

sion are triggered with an external clock source supplied by an Analogics CTRTM-05

counter-timer board which generates the appropriate timing signals.

Snap-Master for Windows provides the necessary drivers for the antialiasing filters,

counter-timer board and data acquisition board. Snap-Master also has the required time

and frequency domain functions which can be used to analyze the data during testing or

post processing. Additionally, Snap-Master allows the user to create custom instruments.
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2.2  System Identification 

One of the most important and challenging tasks in control synthesis and analysis is

the development of an accurate mathematical model of the structural system under consid-

eration, including the structure and control devices. There are several methods by which to

accomplish this task. One approach is to analytically derive the system input/output char-

acteristics through physically-based modeling. Often this technique results in complex

models that do not correlate well with the observed response of the actual system. 

Alternatively, measured input/output data from the system can be employed directly

to construct a mathematical model that replicates observed behavior. This approach is

termed system identification and consists of the following steps: collection of high-quality

input/output data, computation of the best model within the class of systems considered,

and evaluation of the adequacy of the model’s properties. 

System identification techniques fall into two categories: time domain and frequency

domain. Time domain techniques such as the recursive least squares (RLS) system identi-

fication method (Friedlander, 1982) are superior when limited measurement time is avail-

able or nonlinearities are present in the system. Frequency domain techniques are

generally preferred when significant noise is present in the measurements and the system

is assumed to be linear and time invariant. 

While linear system identification techniques are fairly well established (Schoukens

and Pintelon, 1991), general approaches for identification of nonlinear systems, such as

result from a semi-actively controlled structure, are not readily available (Bendat and Pier-

sol, 1990; Billings, 1984). In the three active control experiments to be discussed, a fre-

quency domain approach to system identification which will be discussed in section 2.2.1

is applied. In these experiments the structural system, including the test structure and the

control devices, is assumed to remain in the linear region. In section 2.2.2, a new approach
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is developed to identify the semi-actively controlled structure, and this approach is applied

in Chapter 9 to identify a model of a test structure configured with a semi-active magne-

torheological damper. 

2.2.1  Frequency Domain Approach to System Identification

In the frequency domain approach to system identification, the first step is to experi-

mentally determine the transfer functions from each of the system inputs to each of the

outputs. Subsequently, each of the experimental transfer functions is modeled as a ratio of

two polynomials in the Laplace variable s and then used to determine a state space repre-

sentation for the structural system. This frequency domain system identification approach

will be employed herein for the development of a mathematical model of the structural

system. 

A block diagram of a typical structural system to be identified is shown in Fig. 2.4

The structural system includes the structure to be controlled, as well as the control actua-

tors and any structural components employed to connect the actuators to the structure

(e.g., in the case of an active tendon system in Chapter 5, the tendons and the frame con-

necting the actuator to the tendons). Although in general, the disturbance to the system

would be represented as a vector, the procedure is presented for the case in which there is

a single ground excitation given by . Extending this approach to multiple excitations is

straightforward. Thus, the inputs to the system are the ground excitation  and the vector

of actuator command signals . The vector of system outputs,

, includes any measurements which are used for feedback in the con-

trol system. Thus, a  transfer function matrix, given as 

x··g

x··g

u u1 u2…ul[ ]′=

y y1 y2…ym[ ]′=

m l 1+( )×
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(2.10)

must be identified to describe the characteristics of the system in Fig. 2.4. 

Experimental Determination of Transfer Functions

The first step in the frequency domain approach is to independently excite each of the

system inputs over the frequency range of interest. Exciting the system at frequencies out-

side this range is typically counterproductive; thus, the excitation should be band-limited

(e.g., pseudo-random, chirps, etc.). The transfer functions from the ground acceleration to

each of the measured responses (the first column of the transfer functions matrix in Eq.

(2.10)) are obtained by exciting the structure with a band-limited white noise ground

acceleration with the actuator command set to zero. Similarly, the experimental transfer

functions from each of the actuator command signals to each of the measured outputs (the

remaining columns of the transfer functions matrix) are determined by applying a band-

limited white noise to each actuator command while the earthquake simulator is held

fixed. 

G

Gy1x··g
Gy1u1

… Gy1ul

Gy2x··g

Gymx··g
Gymu1

… Gymul

=

...

...

...

Figure 2.4 System Identification Block Diagram.
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Mathematical Modeling of the Transfer Functions

Once the experimental transfer functions have been obtained, the next step in the sys-

tem identification procedure is to model the transfer functions as a ratio of two polynomi-

als in the Laplace variable s. This task was accomplished via a least squares fit of the ratio

of numerator and denominator polynomials, evaluated on the  axis, to the experimen-

tally obtained transfer functions (Schoukens and Pintelon, 1991). The algorithm requires

the user to input the number of poles and zeros to use in estimating the transfer function,

and then determines the location for the poles/zeros and the gain of the transfer function

for a best fit. This algorithm is used in each experiment to fit each of the transfer func-

tions. 

To effectively identify a structural model, a thorough understanding of the significant

dynamics of the structural system is required. For example, because the transfer functions

represent the input/output relationships for a single physical system, a common denomina-

tor should be assumed for the elements of each column of the transfer function matrix. The

curve fitting routine, however, does not necessarily yield this result. Thus, the final loca-

tions of the poles and zeros are then adjusted as necessary to more accurately represent the

physical system. A MATLAB (1994) computer code was written to automate this process.

Another important phenomenon that should be consistently incorporated into the

identification process is control-structure interaction. Most of the current research in the

field of structural control does not explicitly take into account the effects of control-struc-

ture interaction in the analysis and design of protective systems. In Chapter 3 the phenom-

enon of control-structure interaction is examined and it is demonstrated through three

illustrative examples that neglecting the effects of control-structure interaction can result

in decreased performance and even instability in the controlled system (Dyke, et al., 1993,

1995). By including the actuator in the structural system, the actuator dynamics and con-

jω
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trol-structure interaction effects are automatically taken into account in the system identi-

fication procedure. 

Of course, the structural system is actually a continuous system and will have an infi-

nite number of vibrational modes. One of the jobs of the control designer is to ascertain

which of these modes are necessary to model for control purposes. The system model

must then be accurate in this frequency range. A consequence of this decision is that sig-

nificant control effort should not be applied at frequencies outside this frequency range.

The techniques used to roll-off the control effort at higher frequencies are presented in

section 2.3. In the subsequent chapters, more details will be provided regarding the specif-

ic modeling requirements of each experiment. 

State-Space Realization

The system is then assembled in a state space form using the analytical representation

of the transfer functions (i.e., the poles, zeros and gain) for each individual transfer func-

tion. Because the systems under consideration are multi-input/multi-output systems

(MIMO), such a construction is not straightforward. 

First, a number of separate systems are formed, each with a single input correspond-

ing to one of the inputs to the system. Thus, a total of  systems must be formed, each

corresponding to a column of the transfer function matrix. The state equations modeling

the input/output relationship between the disturbance, , and the measured outputs can

be realized as 

(2.11)

where , , , and  are in controller canonical form,  is the state vector, and 

is the vector of measured structural responses.

l 1+

x··g

x·1 A1x1 B1x··g,+=

y C1x1 D1x··g,+=

A1 B1 C1 D1 x1 y
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The second set of state equations, modeling the input/output relationship between the

command to each actuator  for  and the responses y are given by

(2.12)

where , , , and  are in controller canonical form, and  are the state vec-

tors for system corresponding to each input . These systems typically contains all of the

poles corresponding to the building modes, plus additional dynamics required to model

the actuators. Because the transfer function characteristics from the ground to the building

response are dominated by the dynamics of the building, the system in Eq. (2.11) typically

requires fewer states, corresponding to the dominant modes of the building, to accurately

model the experimental transfer functions over the frequency range of interest.

Once both of the component system state equations have been identified, the MIMO

system can be formed by stacking the states of the two individual systems. By defining a

new state vector, , the state equation for the (l+1)-input/m-

output system is written 

, (2.13)

and the measurement equation becomes

. (2.14)

However, this is not a minimum realization of the system. The dynamics of the test struc-

ture itself are redundantly represented in this combined state space system, thus the system

given in Eqs. (2.13) and (2.14) has repeated eigenvalues for which the eigenvectors are not

linearly independent (i.e., the associated modes are not linearly independent). Thus, a bal-

anced realization of the system given in Eqs. (2.13) and (2.14) is found and a model reduc-

ui i 1 2 … l, , ,=

x·2i A2ix2i B2iui,+=

y C2ix2i D2iui.+=

A2i B2i C2i D2i x2i
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x··g+ +=
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tion is performed (Moore, 1981; Laub, 1980) to eliminate the redundant states

corresponding to the building dynamics. 

For robust stability and performance of the controlled system, it is important to have

an accurate model from each of the control inputs to the measured responses in the fre-

quency range of interest. Therefore, in performing the model reduction, weightings can be

applied to the columns of the transfer function matrix  corresponding to the control

inputs to the measured responses (Eq. (2.12)), to specify their relative importance in the

model reduction. As the respective weightings increase, the transfer functions of the

reduced order model for the corresponding column of the transfer function matrix remain

similar to the transfer functions of the original model. 

The state space representation of the reduced model is given by

(2.15)

where v represents the measurement noise. To ensure that information is not lost in the

model reduction, the transfer functions of the reduced order system will be compared to

the transfer functions of the original model. In the subsequent chapters, verification of the

reduced order model is provided for each experiment. 

2.2.2  Identification of Semi-Actively Controlled Systems

In this section, an approach to the identification of semi-actively controlled structures

is developed. This approach will be used in Chapter 9 to identify a model of a test struc-

ture which is controlled with a semi-active MR damper. Because accurate measurement of

displacements and velocities is difficult to achieve directly in full-scale applications,

emphasis is placed on the identified models being appropriate for synthesis of acceleration

feedback control strategies. Attention is restricted to the case in which the structure is con-

G

x·r Axr Bu Ex··g,+ +=

y Cyxr Dyu Fyx··g v,+ + +=
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figured with a single semi-active control device, although extension to the multiple-device

case is straightforward. 

Consider a seismically excited structure configured with a single semi-active control

device, where the semi-active controller is assumed to be adequate to keep the response of

the primary structure in the linear range. A block diagram of this problem is shown in Fig.

2.5, where v is the command signal to the semi-active device,  is the force generated in

the semi-active device,  is the ground acceleration,  is the vector of

measured outputs, and  is the portion of the measured output vector that accounts for

feedback interaction with the semi-active device. As indicated here, the inputs  and v to

the semi-active device are required to be measurable quantities to directly apply the pro-

posed approach. 

The proposed system identification algorithm simplifies the problem by decoupling

the identification of the nonlinear semi-active device from that of the primary structure.

The approach consists of four steps: (i) identification of a model for the semi-active con-

trol device, (ii) identification of a model for the primary structure, (iii) integration and

optimization of the device and structural models, and (iv) validation of the integrated

model of the system. Therefore, the primary structure can be identified using standard lin-

y1

y2 



y

Figure 2.5 Block Diagram of a Semi-Actively Controlled Structure.
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y1
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ear system identification techniques, although nonlinear identification means must still be

employed to identify the semi-active control device.

The first step in the identification process is to develop an input/output of the semi-

active device which can effectively predict the behavior of the semi-active device. In the

literature both nonparametric and parametric models have been considered to model the

observed behavior of various semi-active devices (Stanway et al., 1985, 1987; Gamota

and Filisko, 1991; Ehrgott and Masri, 1992, 1994; Sack et al., 1994; Patten et al., 1994a,b;

Makris et al., 1995; 1996; Burton et al., 1996; Constantinou and Symans, 1996). In chap-

ter 7, a parametric model based on a simple mechanical idealization is proposed to model

the behavior of the MR damper. To obtain the optimal values for the model parameters, a

least-squares output-error method is employed in conjunction with a constrained nonlinear

optimization. The optimization is performed using the sequential quadratic programming

algorithm available in MATLAB (1994). 

To identify a model of the structure, the frequency domain approach to system identi-

fication of linear systems, presented previously in section 2.2.1, is applied. In this

approach, the transfer functions from each of the inputs to each of the outputs must first be

experimentally determined. The inputs to the structure are the ground acceleration  and

the control force f applied by the semi-active device, as shown in Fig. 2.5. The system out-

puts are the measured responses given by . Each of the transfer functions is modeled as a

ratio of two polynomials in the Laplace variable s, the individual state vectors of the two

models are stacked to form one combined system, a model reduction is performed, and the

model is verified. 

Because the semi-active device may be functioning at a different operating point

when it is installed in the structure than during the initial experiments when the device is

tested alone, it may be necessary to update the parameters of the model for the semi-active

x··g

y
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device. To identify the new set of parameters, tests should be conducted to measure the

response of the structure with the semi-active device in place. The updated parameters can

then be determined based on the response of the semi-active device when it is installed in

the structure. An integrated model of the semi-actively controlled structure is then formed

by connecting the models of semi-active device and the structure as shown in Fig. 2.5. 

The procedure outlined in this section will be used to identify an integrated model of

the MR damper/test structure in Chapter 9. Verification of this integrated system model is

provided therein. 

2.3  Control Design 

Many of the control strategies that have been studied for civil engineering applica-

tions assume that the full state vector can be measured. However, as discussed in Chapter

1, this is not typically the case and output feedback strategies must be considered. Because

of this requirement, and the stochastic nature of earthquake ground excitations, /LQG

methods are advocated herein. In Spencer et al., (1991, 1994) and Suhardjo et al. (1992),

output feedback control strategies which utilize structural accelerations in determining the

control action have been systematically developed based on /LQG methods. An over-

view of the /LQG control design is given in this section. 

2.3.1  Control Algorithm

A block diagram of the general structural control problem is shown in Fig. 2.6. Here,

y is the output vector of measured structural responses, z is the vector of system responses

to be controlled, u is the control input vector, and d is the input vector of excitations. The

measured output vector y includes the accelerations of the floors of the test structure and

any additional measurements which are used for feedback in the control system. The regu-

lated output vector z may consist of any linear combination of the states of the system and

H2

H2

H2
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components of the control input vector u, thus allowing for a broad range of control objec-

tives by appropriately choosing the elements of z. 

In the /LQG method, the control design is performed in the frequency domain,

while the associated control calculations are computed in the time domain. Because the

dynamic behavior of structures is often characterized with frequency domain functions

(e.g., transfer functions), a frequency domain approach to control design is natural. The

frequency domain approach is considered to be versatile, because it provides a clear way

to incorporate frequency domain weighting functions into the design. Weighting functions

can be applied to the elements of z to specify the frequency range over which each ele-

ment of z is minimized, or used to shape the input excitation vector . The “structural sys-

tem” in Fig. 2.6 then contains the test structure, actuator, any structural fixtures between

the actuator and structure, plus filters and weighting functions in the frequency domain.

The frequency domain approach can then be solved in the time domain by appending the

appropriate filters to the state equations of the structural system, and solving the equiva-

lent LQG problem.

Structural
System (P)

Controller (K)

u y

zd

Figure 2.6 General Structural Control Block Diagram.
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The goal of the  control problem is to design a stablizing controller K, that mini-

mizes the  norm of the closed loop transfer function matrix from the disturbance , to

the regulated output vector , given by . By definition, the  norm of a stable trans-

fer function matrix  is (Boyd and Barratt, 1991)

. (2.16)

To better understand the  norm of , notice that the value of the  norm of ,

, represents the root mean square (rms) value of the regulated output vector  of

the closed loop system when the input, , is a unit intensity white noise (i.e., when the

spectral density of , ). The rms output vector is defined by 

. (2.17)

When  is a vector of ergodic stochastic process, the rms output vector is defined by

, (2.18)

where  is the expected value operator and  are the components of . Thus, mini-

mizing the value of  corresponds to minimizing the rms output vector for a unit

intensity white noise input. 

Following Spencer, et al. (1994), refer to Fig. 2.6 to obtain the closed loop transfer

function matrix . First, partition the transfer function matrix of the structural system

, as in 

. (2.19)
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The transfer function matrix P is assumed to be strictly proper, however one should note

that P includes the weighting functions employed in the control design. Therefore systems

of the form of Eq. (2.15) which are not strictly proper can be readily handled through

appropriately chosen weighting functions. The transfer function matrix of the closed loop

system from  to  can then be written as (Suhardjo, 1990) 

. (2.20)

Also note that the inverse in Eq. (2.20) must exist. 

As mentioned previously, an advantage of the  approach is that frequency domain

functions may be incorporated into the design process, allowing the designer to focus the

control effort on a particular frequency range or to roll-off the control effort in other

regions. This approach is illustrated in the block diagram representation of a linear struc-

ture subjected to a one-dimensional earthquake excitation  shown in Fig. 2.7. Here, the

excitation vector  includes the input disturbance  and the measurement noise vector .

The matrix weighting functions and  are generally frequency dependent. The distur-

bance shaping filter, , shapes the spectral content of the earthquake excitation, , and

the scalar parameter  is used to indicate a relative preference of minimizing  (the

norm of the closed loop transfer function matrix from  to ) over minimizing 

(the norm of the closed loop transfer function matrix from  to ). The output filters ,

weights the components of the regulated response vector .

The structural system in Fig. 2.7, which includes the structure, the actuator and any

fixtures and components required to apply the control force, can be represented in state

space form as

(2.21)
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where  is the state vector of the system,  is the vector of measured responses,  is the

regulated output vector, and v represents the noise in the measurements. Thus, the transfer

function G in Fig. 2.7 is 

(2.23)

From the block diagram in Fig. 2.7, the partitioned elements of the system transfer

function matrix P in Eq. (2.19) can be given as 

, (2.24)

, (2.25)

, (2.26)

and

. (2.27)

Equations (2.24)–(2.27) can then be substituted into Eq. (2.20), yielding an explicit

expression for the closed loop transfer function matrix . The  control problem is
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Figure 2.7 Typical Structural Control Block for a Seismically Excited Structure.
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then solved by determining the controller  which minimizes the  norm of this trans-

fer function matrix. 

As stated previously, the control calculations are performed in the time domain by

solving an equivalent infinite horizon LQG problem (Suhardjo, 1990; Spencer, et al.,

1994). In the LQG approach to optimal control design, the problem is to find the controller

that minimizes the infinite horizon performance index (also called a cost function) given

by 

(2.28)

Note that minimization of this performance index corresponds to minimizing both the reg-

ulated structural responses and the control action, because  is a linear combination of the

states of the system and components of the control input vector u. The excitation vector 

is assumed to consist of unit intensity, statistically independent Gaussian white noise pro-

cesses. 

To better understand these ideas, consider a structure experiencing a single seismic

excitation given by . Thus, the state space representation for the structural system,

including the model of the structural system, plus the weighting , and the frequency

dependent weighting functions  and , is given by 

(2.29)

(2.30)

(2.31)

where  is the state vector of the system . 

Because the measurement vector  is not the full state vector, an estimator must be

designed to produce an optimal estimate of the states of the system model based on the
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measured responses. The separation principle allows the control and estimation problems

to be considered separately, yielding a controller of the form (Stengel 1986; Skelton 1988) 

(2.32)

where  is the Kalman Filter estimate of the state vector. By the certainty equivalence

principle (Stengel 1986; Skelton 1988),  is the full state feedback gain matrix for the

deterministic regulator problem given by

(2.33)

where  is the solution of the algebraic Riccati equation given by

(2.34)

and

(2.35)

(2.36)

(2.37)

. (2.38)

Note that the components of the regulated output vector  must be chosen appropriately

such that the matrix  is positive definite. One way to ensure this property is to choose

the regulated output vector  such that it includes a component which is an invertible lin-

ear combination of the components of the control input vector . For instance, if there are

 control inputs, the condition can be satisfied by choosing  components of the  vector

to be a constant matrix multiplied by the control input vector , as in 

(2.39)

where the inverse of  exists. 
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The Kalman Filter optimal estimator is given by 

(2.40)

(2.41)

where  is the solution of the algebraic Riccati equation given by

(2.42)

and

(2.43)

(2.44)

(2.45)

(2.46)

As mentioned previously, for the experiments discussed herein, the  design

approach was employed and the control calculations were performed in the time domain.

More details regarding the use of  control methods for civil engineering applications

can be found in Suhardjo (1990) Suhardjo et al., 1992, and Spencer, et al. (1991, 1994). 

2.3.2  Design Considerations and Procedure

In each experiment, to offer a basis for comparison, a number of candidate controllers

are designed using /LQG control design techniques and employing various perfor-

mance objectives. Designs which minimize either displacements relative to the founda-

tion, interstory displacements or absolute accelerations of the structure are considered. In

some cases, control designs are also considered which directly used the measured earth-

quake accelerations in control action determination. In this case, the matrix in Eq. (2.27)

includes an additional term due to the measurement of the disturbance. 
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Often the control design model is acceptably accurate below a particular frequency,

but significant modeling errors occur at higher frequencies due to the presence of unmod-

eled dynamics. If one tries to use high authority control at frequencies where the system

model is poor, catastrophic results may occur. Thus, for each of the structural systems

under consideration, no significant control effort is allowed above this frequency. More

details regarding the specific considerations used to design the controllers are provided in

the subsequent chapters. 

For the three active control experiments discussed herein, the loop gain transfer func-

tion is examined in assessing the various control designs. For a single control input , the

loop gain transfer function is defined as the transfer function of the system formed by

breaking the control loop at the input to the system, as shown in Fig. 2.8. Using the plant

transfer function given in Eq. (2.26), the loop gain transfer function is given as

 (2.47)

By “connecting” the measured outputs of the analytical system model to the inputs of the

mathematical representation of the controller, the loop gain transfer function from the

actuator command input to the controller command output is calculated. 

u
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Figure 2.8 Diagram Describing the Loop Gain Transfer Function. 
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The loop gain transfer function is used to provide an indication of the closed-loop sta-

bility when the controller is implemented on the physical system. For stability purposes,

the loop gain should be less than one at the higher frequencies where the model poorly

represents the structural system. Thus, the magnitude of the loop gain transfer function

should roll off steadily and be well below unity at frequencies outside of the range of

interest. In the research reported in this dissertation, a control design is considered accept-

able for implementation if the loop gain transfer function is below -5 dB at the higher fre-

quencies where the modeling errors may be significant. 

2.4  Control Implementation

The controllers used in these experiments are implemented on digital computers.

There are many issues that must be understood and addressed to successfully implement a

control design digitally. The resolution of these issues typically dictates that relatively

high sampling rates need to be attained. Recently developed hardware based on dedicated

DSP chips allows for very high sampling rates and offers new possibilities for control

algorithm implementation. 

In this section, a description of the digital control hardware used in these experiments

is provided and some practical aspects of digital control implementation are considered.

Additionally, the procedure employed to verify the successful implementation of the digi-

tal controller is presented. 

2.4.1  Digital Controller Hardware 

In the past, digital controllers were typically implemented using a data acquisition

board located in one of the expansion slots in a personal computer (PC). The data acqusi-

tion board would be programmed to take samples of the measured responses at regular

intervals and pass these values to the PC. The PC would then perform the required control
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calculations and send the results to digital-to-analog (D/A) devices. The continuous-time

control signals would then be sent to the control devices. 

There are many disadvantages to this configuration. The time required to perform the

control calculations, the A/D and D/A conversions, and pass values from the data acquisi-

tion board to the PC’s CPU may require large sampling periods and introduce excessive

time delays in the digital control system. Additionally, it is difficult to create a scheme

which allows the user to unobtrusively monitor the control system while the PC is per-

forming the control calculations. 

A more desirable arrangement is obtained by using one of the available DSP boards

that can be placed in an expansion slot of the PC. State-of-the-art DSP chips allow for very

fast computational speeds and dedicated processing. All of the A/D and D/A conversions

as well as control calculations are performed on the DSP board and which significantly

increases the achievable sampling rates. In this configuration, a supervisory program run-

ning on the PC downloads the control code to the DSP board. While the DSP board runs

the control algorithm, the program running on the PC can monitor the performance of the

control system, monitor and display measured quantities, and allow the operator to send

commands to the DSP board. This configuration allows for a very powerful and flexible

implementation of a digital control system for structural control. 

The digital control system employed in these experiments utilized the Real-Time Dig-

ital Signal Processor System made by Spectrum Signal Processing, Inc. It is configured on

a board that plugs into a 16-bit slot in a PC’s expansion bus and features a Texas Instru-

ments TMS320C30 Digital Signal Processor chip, RAM memory and on-board A/D and

D/A systems. The TMS320C30 DSP chip has single-cycle instructions, a 33.3 MHz clock,

a 60 ns instruction cycle and can achieve a nominal performance of 16.7 MFLOPS. The
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DSP board has two input channels and two output channels, each with 16 bit precision.

The maximum sampling rate of the input channels is 200 kHz. 

An expansion daughter board, which connects directly to the DSP board, provides an

additional four channels of input and two channels of output, each with 12 bit precision.

All four input channels share the same conversion device, which limits the achievable

sampling rate. The maximum sampling rate for the daughter board is 200 kHz for one

channel which decreases proportionally depending on the number of channels in use. The

maximum rate for each of the two output channels on the daughter board is 300kHz.

Clearly, with the high computation rates of the DSP chip and the extremely fast sampling

and output capabilities, high sampling rates for the digital control system are achievable.

2.4.2  Digital Control System Design

The method of “emulation” is used for the design of the discrete-time controller

(Quast, et. al., 1994). Using this technique, a continuous-time controller is first designed

which produces satisfactory control performance. The continuous-time controller is then

approximated or “emulated” with a discrete-time equivalent digital filter using the bilinear

transformation (Astrom and Wittenmark, 1990). This configuration is illustrated in Fig.

2.9. The controller samples the measured outputs of the plant and passes the samples

through a digital filter implemented on the DSP board. The output of the digital filter is

then passed through a hold device to create a continuous-time signal which becomes the

control input to the plant. The series combination of sampler, digital filter and hold emu-

lates the operation of a continuous-time controller. Typically, with the use of emulation, if

the sampling rate of the digital controller is greater than about 10-25 times the closed-loop

system bandwidth, the discrete equivalent system will adequately represent the behavior
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of the emulated continuous-time system over the frequency range of interest. This sam-

pling rate is achieved by the DSP system used in these experiments. 

2.4.3  Digital Control Implementation Issues

Once a filter is designed for use in the digital control system, it is implemented on a

DSP system using the discrete state space form 

(2.48)

(2.49)

where y represents the vector of measurement sampled inputs to the controller and u rep-

resents the vector of outputs of the digital filter. Performing the arithmetic to implement a

state space realization of a digital filter is not elaborate. However, there are many practical

considerations that needed to be addressed in order to successfully implement the filter,

including such things as time delay and sampling rate.

Plant

Hold 
Device

Digital 
Filter

Sampler

Continuous-Time Controller

Continuous-Time Plant

Figure 2.9 Digital Control System Design Using Emulation.
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Time Delay 

For digital control systems, the only true time delays induced are due to latency

(which results from A/D conversion time requirements and arithmetic associated with D

matrix calculations) and the zero order hold. The delay due to latency will be reduced as

the speed of the controller processor and I/O systems increases. Likewise, the delay due to

the zero order hold will decrease in direct proportion to the sampling period. For the con-

trol system implemented in this experiment, the DSP processor and I/O systems were fast

enough so that these time delays were on the order of 700 sec and small enough so as to

have no significant impact on system performance. 

Sampling Rate

The sampling rate that is achievable by a digital control system is limited by such

things as the rate at which A/D and D/A conversions can be performed, the speed of the

processor and the number of calculations required to be performed by the processor during

a sampling cycle. There are many factors that must be considered when evaluating the

sampling rate that is required for satisfactory performance of a digital control system.

These factors include the prevention of aliasing, maintaining a sufficiently smooth control

signal, and satisfactory controller performance of the controlled system with random dis-

turbances. Accommodation of such factors usually requires a sampling rate of the control-

ler that is 10-25 times greater than the significant frequencies in the measured responses,

depending on the specific application. For this experiment, all I/O processes, control cal-

culations, and supervisory functions were performed in less than 1 msec, allowing for

sampling rates on the order of 1 kHz. Thus, the TMS320C30 DSP system readily accom-

modated this sampling rate guidance.

µ
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2.4.4  Software

Once the digital controller is designed, it is implemented using the Spectrum DSP

board. The code for these programs can be written directly in the C programming lan-

guage. An executable version of the code is created on the PC and the code is then down-

loaded to the DSP board through the PC. 

In addition to performing the calculations for the control algorithm difference equa-

tions (Eqs. (2.48) and (2.49)), a number of other tasks are performed on the DSP board

while the controller is operating. The standard deviations of the measurements are calcu-

lated, passed to the program running on the PC, and displayed to allow the operator to

monitor the performance of the control system. Additionally, at each sample the values of

certain measured quantities such as the actuator force and displacement are compared to a

user-defined, maximum allowable values (as discussed in Soong, et al., 1991; Reinhorn, et

al., 1993). If any of these measured values exceeds the maximum allowable value, the

controller is turned off by setting the command signal to zero. The control program is also

turned off if at any time the command output calculated by the control algorithm is larger

enough to saturate the D/A converters. Operating the control system with a saturated out-

put could have undesirable effects on the performance and stability of the system. 

The supervisory program running on the PC allows the operator to turn the controller

on and off, and monitor operation of the control system. If the control program running on

the DSP board is turned off, the supervisory program on the PC displays an advisory on

the monitor for the operator. This feature is designed to protect the structure and the con-

trol system from damage caused by excessive or unstable responses. 
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2.4.5  Verification of Digital Controller

Extensive testing is conducted for all components of the control hardware and soft-

ware before each of the controlled experiments are performed. One of the final tests is to

experimentally determine the loop gain transfer function by attaching the measured out-

puts from the structure to the inputs of the controller (i.e., the DSP board). The loop gain

transfer function is then calculated by exciting the actuator command input with a broad-

band excitation and measuring the controller output. To verify that the controller is operat-

ing correctly, the experimentally determined loop gain transfer function was compared to

the analytical loop gain. In the frequency range of interest, the experimental and analytical

loop gains should compare reasonably well. Outside the frequency range of interest, the

magnitude of the experimental loop gain transfer function should roll off steadily and be

well below unity, indicating that the closed-loop system is stable.

Note that except for built-in high frequency anti-aliasing filters on the input channels

to the DSP board, no external filters are employed for either the feedback measurements

or the control signal. All of the required frequency shaping is performed within the digital

control algorithm. 
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CHAPTER 3

Control-Structure Interaction

Most of the current research in the field of structural control does not explicitly take

into account the effects of control-structure interaction in the analysis and design of pro-

tective systems. Typically, the dynamics of the control actuators are integrally linked to

the dynamics of the structure. Unmodeled control-structure interaction (CSI) effects can

severely limit both the performance and robustness of protective systems. To study effec-

tively the control-structure interaction problem, one must have good models for the

dynamics of the associated actuators. 

Many researchers studying active control of civil engineering structures have partially

accounted for the dynamics of the control actuator by modeling them as a pure time delay.

A phase-compensation approach has been successfully applied, with reasonable results

being achieved for the state feedback situation. However, this approach does not account

for control-structure interaction and does not appear to be tractable in output feedback sit-

uations. Examination of the experimentally obtained actuator transfer functions provided

in the subsequent chapters shows that the actuator dynamics do not result in a pure time

delay in the system. One must ensure that the effects of control-structure interaction are

not neglected in obtaining a mathematical model of the experimental transfer functions.

By including the actuator in the structural system, the actuator dynamics and control-

structure interaction effects are automatically taken into account in the experimental data.
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In contrast, the system identification procedure outlined in Chapter 2 systematically

accounts for the dynamics of the actuator and the effect of control-structure interaction,

resulting in a model which accurately represents the behavior of the actuator/structural

system.

This chapter presents a general framework within which one can study the effects of

control-structure interaction. Specific models are developed for hydraulic actuators typical

of those used in many active structural control situations. A natural velocity feedback link

is shown to exist, which tightly couples the dynamic characteristics of a hydraulic actuator

to the dynamics of the structure to which it is attached. Neglecting this feedback interac-

tion can produce poor, or perhaps catastrophic, performance of the controlled system due

to the unmodeled or mismodeled dynamics of the actuator-structure interaction. In addi-

tion, the time lag in generation of control forces is accommodated through appropriate

modeling of the actuator and the associated control-structure interaction. Experimental

verification of the main concepts is presented. The implications on protective system

design are illustrated through examples of seismically excited structures. Active bracing,

active tendon and active mass driver (AMD) systems are considered. 

3.1  Problem Formulation

Figure 3.1 provides a schematic diagram of a general active/semi-active structural

control problem. The controller receives measurements from the sensors and forms a com-

mand input vector u to the control actuator. The control actuator then applies a force vec-

tor f to the structure. However, when mechanical actuators (e.g., hydraulic actuators) are

used to control structures, there is generally a dynamic coupling between the actuator and

the structure, as represented by the dotted arrow in Fig. 3.1. This coupling indicates that it
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is not possible to separate dynamical representations of the structure and the actuator, and

model them as independent systems connected in series.

To understand the implications of the dynamical coupling, examine more closely the

actuator and structural portions of the control system (i.e., the region in Fig. 1 enclosed in

the dashed box). Consider the case in which the system has one actuator, with a single

command input u generating a single output force f. Fig. 3.2 provides a block diagram

u

f

Figure 3.1 Block Diagram of Active/Semi-Active Structural Control System.
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Figure 3.2 Model of Interaction Between the Actuator and the Structure. 
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description of this case, in which the interaction can be modelled from the output. Here

 is the transfer function of the actuator, and  is the transfer function from the force

applied by the actuator to the structural responses. Because the dashed line in Fig. 3.1, rep-

resenting the feedback interaction between the structure and the actuator, often has associ-

ated dynamics, these dynamics are represented by the transfer function  in Fig. 3.2.

Thus, the overall transfer function from the control input u to the structural response y is

given by

. (3.1)

If these dynamic systems are represented by numerator and denominator polynomials in s,

the representation of the system becomes

. (3.2)

The transfer function from the command input u to the force f applied to the structure

is given by

. (3.3)

From Eq. (3.3), it is clear that the dynamics of the transmission from u to f are not simply

the actuator dynamics , but contain dynamics due to the structure and the actuator.

More insight can be gained by rewriting Eq. (3.3) in terms of the associated numerator and

denominator polynomials, i.e.,

. (3.4)

Comparing Eqs. (3.2) and (3.4), notice that unless pole/zero cancellation occurs, the trans-

fer functions  and  have the same poles, and that the poles of the structure (i.e.,

Ga Gyf

Hi

Gyu

GyfGa

1 Gyf GaHi+
---------------------------------=

Gyu

nyu

dyu
--------

nyf nadi

dyf dadi nyf nani+
----------------------------------------------= =

Gfu

Ga

1 Gyf GaH
i

+
---------------------------------=

Ga

Gfu

nfu

dfu
-------

dyf nad
i

dyf dad
i

nyf nan
i

+
----------------------------------------------= =

Gyu Gfu



60

the poles of ) are zeros of . Cancellation is most unlikely, and therefore this possi-

bility is disregarded in the remainder of the analysis. Because the poles of the structure are

zeros of , actuators attached to lightly damped structures will have a greatly limited

ability to apply forces at the structure’s natural frequencies; and if the structure is

undamped, the actuator will not be able to apply a force at its natural frequencies. Also

note that poles of the structure do not appear as poles in , because they are cancelled

by the zeros in . These results occur regardless of how fast the dynamics of the actua-

tor are (including the case when  is a constant gain).

Before closing the section, consider the effect of neglecting the interaction between

the control actuator and the structure. Using the definition of  in Eq. (3.4), an alterna-

tive block diagram to that in Fig. 3.2 can be determined as shown in Fig. 3.3. Because the

dynamics of an actuator, as given in , may often be fast relative to the structure, one

might argue that the block  may be reasonably represented as a constant both in phase

and magnitude. However, as discussed previously, neither the phase nor the magnitude of

 will be constant in general (see Eqs. (3.3) and (3.4)). Moreover, the phase and magni-

tude characteristics of  will vary depending on the structure. Neglecting phase differ-

ences between the command input u and the resulting force f, i.e., neglecting the CSI, will

result in an apparent time delay associated in the literature with generation of the control

forces.

Gyf Gfu
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Gyu

Gfu

Ga

Gfu
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Figure 3.3 Equivalent Block Diagram Model of the Actuator/Structure.
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The next section presents a simple model which shows that a feedback interaction

path is always present in hydraulic actuators. Experimental verification of the model is

also provided.

3.2  Hydraulic Actuator Modeling

In the case of hydraulically actuated systems, a feedback path exists between the

velocity of the actuator and the command input to the actuator. From DeSilva (1989), the

equations describing the fluid flow rate in an actuator can be linearized about the origin to

obtain

Valve: , (3.5)

Hydraulic Actuator: , (3.6)

where q is the flow rate, c is the valve input, f is the force generated by the actuator, A is

the cross-sectional area of the actuator,  is the bulk modulus of the fluid, V is the charac-

teristic hydraulic fluid volume for the actuator, x is the actuator displacement, and , 

are system constants. Equating Eqs. (3.5) and (3.6) and rearranging yields

, (3.7)

which shows that the dynamics of the force applied by the actuator are dependent on the

velocity response of the actuator, i.e., the feedback interaction path is intrinsic to the

dynamical response of a hydraulic actuator.

Figure 3.3 is a block diagram representation of the hydraulic actuator model given in

Eq. (3.7) attached to a structure. Here,  denotes the transfer function from the force

generated by the actuator to the displacement of the point on the structure where the actu-

ator is attached, and fL is the external load on the structure. Notice the presence of the
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“natural” velocity feedback in the open-loop system. Through this “natural” velocity feed-

back, the dynamics of the structure directly affect the characteristics of the control actua-

tor.

The portion of the system in Fig. 3.3 identified as  has the following transfer func-

tion:

(3.8)

where  is the time constant of the actuator. Thus, the transfer function from

the valve input c to the force f is given by

, (3.9)

and the transfer function from the valve input c to the actuator displacement x is given by

. (3.10)

Representing these transfer functions in terms of their respective numerator and denomi-

nator polynomials gives

Figure 3.4 Block Diagram of Open-Loop Servovalve/Actuator Model.
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, (3.11)

. (3.12)

As discussed in the previous section, Eqs. (3.11) and (3.12) show that these two transfer

functions have the same poles and that the poles of the structure (i.e., the poles of )

will be zeros of the transfer function from the input to the applied force.

Because the open-loop system identified in Fig. 3.3 is typically unstable, position,

velocity and/or force feedback may be used to stabilize the system. Here, a unity-gain

position feedback loop, i.e., position control, is considered. Figure 3.5 is the block dia-

gram for the hydraulic actuator with the position feedback included. This configuration is

Gfc

nfc

dfc
-------

kqnhdxf

dhdxf sAnhnxf+
---------------------------------------= =

Gxc

nxc

dxc
-------

kqnhnxf

dhdxf sAnhnxf+
---------------------------------------= =

Gyf
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representative of those found in active structural control systems (see, for example,

Chung, et al., 1988, 1989). 

The transfer function from the command u to the actuator force f and to the displace-

ment x for the system in Fig. 3.5, including the unity-gain position feedback loop, are

given respectively by

, (3.13)

, (3.14)

where  is the proportional feedback gain stabilizing the actuator. Rewriting the Eqs.

(3.13) and (3.14) in terms of their numerator and denominator polynomials yields

, (3.15)

. (3.16)

Again, from Eqs. (3.15) and (3.16), the poles of the structure, , become zeros of the

transfer function from the command u to the actuator force f, and are then cancelled in the

transfer function from command to actuator position.

As an alternative to using position feedback to stabilize the hydraulic actuator, a

velocity and/or force feedback loop can be added. Considering the general case in which a

combination of all three measurements is used, the resulting transfer functions are

, (3.17)

, (3.18)
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where  is the position feedback gain,  is the velocity feedback gain, and  is the force

feedback gain. These transfer functions can be written in terms of their respective numera-

tor and denominator polynomials as

, (3.19)

. (3.20)

Similarly to the case of position control, the poles of  are those of the overall transfer

function , and the poles of the structure (i.e., the poles of ) are the zeros of the

transfer function from the actuator command u to the applied actuator force f. 

Experimental Verification

To demonstrate the validity of this model of a hydraulic actuator, the above results

were compared to experimental data obtained at the Earthquake Engineering/Structural

Dynamics and Control Laboratory at the University of Notre Dame. A scale model of the

prototype building discussed in Chung, et al. (1988, 1989) was the test structure, shown in

Fig. 3.6. The total mass of the floors of the model is 228 kg (500 lb), distributed evenly

between the three levels, and the structure is 157.5 cm (62 in.) tall. The time scale was

decreased by a factor of five, making the natural frequency of the structure five times that

of the prototype. Cross-braces can be attached to the top two floors, causing the structure

to respond primarily as a SDOF structure (see Fig. 3.6). This test structure and experimen-

tal setup is described further in Chapter 4. A hydraulic control actuator with a 5.08 cm

(  in.) stroke was placed at the first floor of the building and attached to the seismic sim-

ulator table via a rigid frame. For this system, the actuator displacement is approximately

equivalent to the displacement of the first floor. Thus, a position sensor was employed to

measure the displacement of the first floor and to provide feedback for the control actua-
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tor. The force transmitted to the building by the control actuator was measured with a

piezoelectric force ring manufactured by PCB Piezotronics, Inc. 

Experimental transfer functions were found for the test structure and actuator using

the Tektronix 2630 spectrum analyzer. Figure 3.7 shows the magnitude of the building

and actuator transfer functions for the SDOF case (i.e., with the cross-braces attached).

The fundamental frequency of the structure in the SDOF configuration is 7 Hz. Examining

the transfer function from the input command to the applied force, , it is clear that sig-

nificant modeling error would be incurred if one took this transfer function to be constant

(i.e., neglected the actuator dynamics and the CSI). Notice that the zeros of  coincide

with the poles of the structure. Also, in the transfer function from the command input u to

the actuator displacement x, , the poles and zeros cancel and a new complex pole pair

f(t)

Figure 3.6 Three Degree-of-Freedom Structure with Active Bracing.
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Figure 3.7 Magnitude of the Transfer Functions of the Structure, the Actuator, and 
the Combination for the SDOF Model.
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appears at a higher frequency. This behavior is exactly what is predicted by the model pre-

sented in this section.

Figure 3.7 shows the magnitude of the building and actuator transfer functions when

the braces are removed and the model is in the three degree-of-freedom configuration. The

actuator transfer function  in this case is significantly different than it is with the

SDOF structure. Notice, as in the SDOF case, that the poles of the structure are cancelled

by the zeros of the actuator in the transfer function from the control input u to the struc-

tural displacement x, , and new poles appear at poles of the actuator transfer function.

To verify the actuator model, the transfer function  was determined from the

experimental data in the SDOF case. The proportional feedback gain stabilizing the actua-

tor, , was set at 2.5. This user-defined constant can be changed through adjustment of the

potentiometer of the servo-valve amplifier. By using Eq. (3.9) and the experimental data

for  and ,  was determined as a function of frequency. Although  is a non-

linear parameter dependent on the operating point and the response amplitude of the

hydraulic actuator (DeSilva, 1989), it can reasonably be assumed constant over the operat-

ing and frequency range of interest. The value of  which best fits the experimental

data below 40 Hz was determined to be 0.15. Knowing , ratios of the various param-

eters in Eq. (3.8) were determined to fit . The values of the ratios which define 

are  and , which determine the actuator transfer function

as

. (3.21)

Here, the value of the proportional feedback stabilizing the actuator, , was determined to

be 2.5. Substituting Eq. (3.21) into Eq. (3.9) and using the experimentally obtained trans-

fer function for , the transfer function  can be obtained. A comparison between
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these results and those obtained directly from the experimental data is given in Fig. 3.9.

Notice the excellent agreement between the experimental and calculated results.

Note that the comparison of the analytical and experimental transfer functions in Fig.

3.9 is in units of Volts/Volts. Using the appropriate conversion factors for the various sen-

sors employed, the transfer function in Eq. (3.21) can be determined as 

. (3.22)

Because of the excellent agreement between the model and the experiment, the model

of the hydraulic actuator in Eq. (3.7) is concluded to be valid. 

Figure 3.9 Experimental and Calculated Transfer Functions Gfc for SDOF Model.
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3.3  Illustrative Numerical Examples

This section provides examples that demonstrate the importance of accounting for the

interaction between the control actuator and the structure in protective system design. An

active bracing, active tendon and active mass driver system are considered. Several con-

trollers are designed for each of the example systems. Three control models are employed

in the design of the various controllers. The first model, designated Model 1, uses the full

equations of motion. In the second model the fluid in the hydraulic actuator was assumed

to be incompressible (i.e.,  in equation Eq. (3.7)). In this pseudo static model, des-

ignated Model 2, the hydraulic stiffness and damping terms are still included. In most

studies of the control of civil engineering structures,  is considered to be constant in

magnitude and phase. This assumption is employed for the third model considered (Model

3). In each example, the value of K0, the constant magnitude of  used for control

design, was found by determining the DC value of  for the complete model which

considers actuator dynamics and CSI (Model 1). Controllers were designed based on each

of these models.

Several performance objectives were also considered. The objective for the type A

controller was to minimize the relative displacements of each floor by equally weighting

the relative displacement measurements in the performance function. For the type B con-

troller, the performance objective was to minimize the absolute accelerations of each floor

by equally weighting the respective absolute acceleration measurements. The identifica-

tions and descriptions for the various controllers are given in Table 3.1. 

Because the measured output vector y is not the full state vector, the controllers are

observer based and are designed using /Linear Quadratic Gaussian (LQG) design

methods (Spencer, et. al., 1991, 1994; Suhardjo, et. al. 1992; Suhardjo, 1990). Both low

authority (Case 1) and high authority (Case 2) controllers were considered. To allow for

f· 0=

Gfu

Gfu

Gfu

H2
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direct comparison of each type of controller, the respective weightings on the displace-

ments and accelerations are determined such that, when the ground acceleration is taken to

be a given broadband excitation, the rms control force for each case has the same magni-

tude. The rms responses are determined through solution of the associated Lyapunov

equation (Soong and Grigoriu, 1992). For all control studies, the model for which the

responses are calculated is Model 1, incorporating both actuator dynamics and CSI. 

Example 1: Active Bracing

Consider the three-story, single-bay building subjected to a one-dimensional earth-

quake excitation  with active bracing as depicted in Fig. 3.6. The equations of motion

are

(3.23)

where  and  are the displacement relative to the ground and the mass of the ith floor

of the building,  and  are the damping and stiffness coefficients, respectively, and 

is the control force applied by the hydraulic actuator. Strictly speaking,  includes the

Table 3.1 Controller Design Descriptions.

Model used for
Controller Design

Displacement 
Weighting
(Type A)

Acceleration Weighting
(Type B)

Including CSI (Model 1) 1A 1B

Neglecting compressibility (Model 2) 2A 2B

Constant  (Model 3) 3A 3BGfu
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weight of the actuator rod and piston. However, this additional mass is usually negligible

in comparison with the first floor mass. Equation (3.23) can be written in matrix form as

. (3.24)

Incorporating unity gain displacement feedback into the hydraulic actuator model given in

Eq. (3.7) yields

, (3.25)

where u is the control command. Defining the state vector of the system as

, the state equation is

(3.26)

Assuming that the actuator displacement (i.e., the relative displacement of the first floor)

, the absolute accelerations of each floor,  and , and the applied control

force, f, are measured, the measurement equation is

. (3.27)

The vector v contains the noises in each measurement. The model given in Eqs. (3.26) and

(3.27) (Model 1) includes actuator dynamics and CSI.
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Model 2 for this example is found by setting  in Eq. (3.25). The resulting alge-

braic relation for the force is then given by

. (3.28)

Using the state vector , the state equation reduces to

. (3.29)

Using the same measured outputs as above, the measurement equation can be written

 . (3.30)

Model 3 considers  to be constant in magnitude and phase. The constant gain, 

is determined from the complete model given in Eqs. (3.26) and (3.27). Using the state
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vector  and the same measurements as above, the state-space representation

reduces to

, (3.31)

. (3.32)

The structural parameters for the three degree-of-freedom model reported in Chung,

et. al. (1989) were employed in this example with an active bracing system. The parame-

ters associated with the control actuator were chosen to correspond to the model presented

previously. Here, the ground acceleration was modeled as a broadband disturbance with a

constant two-sided spectral density of magnitude  cm2/s3 (2.37 10-1in2/s3).

The structural responses to this disturbance are shown in Table 3.2 for the type A control-

lers (i.e., weighting the displacements of the structure) and in Table 3.3 for type B control-

lers (i.e., weighting the accelerations of the structure). Here, the uncontrolled

configuration has the active bracing system completely removed from the structure. The

zeroed controller corresponds to the case in which the active bracing system is attached,

but the input command signal is set equal to zero. This configuration is included because it

has been used as a basis for comparison in previously reported control studies.

Examining the zeroed control case, one observes that the stiffness of the structure

increases (as compared to the uncontrolled case), thus causing the first floor displacement

to decrease. Notice that if the relative displacements are weighted (Table 3.2), the control-

ler which includes actuator dynamics and CSI produces noticeably better results than

either of the other two controllers. For the high authority controller (Case 2), the closed-
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loop system created with Controller 3A becomes unstable before the chosen force level is

reached. 

When absolute accelerations are weighted, the responses using Controller 1B (i.e.,

including actuator dynamics and CSI, and designed based on Model 1) and Controller 2B

(i.e., designed based on Model 2 which considers the fluid to be incompressible) are very

close for both the low and high authority cases (Table 3.3). These results are considerably

better than those corresponding to Controller 3B (i.e., neglecting the actuator dynamics

and CSI).  

Table 3.2 Comparison of RMS Responses for Active Bracing System with Weighting 
on the Relative Displacements.

Configuration
(cm) (cm) (cm) (cm/s2) (cm/s2) (cm/s2) (N)

(a) nominal configurations

Uncontrolled 3.478e-1 7.087e-1 9.058e-1 249.6 199.1 243.2 —

Zeroed control 3.104e-2 2.720e-1 4.234e-1 159.6 138.0 152.7 2668

(b) Case 1: low authority controller

Controller 1A 5.077e-2 1.135e-1 1.783e-1 269.7 126.8 101.5 2687

Controller 2A 4.140e-2 1.400e-1 2.183e-1 268.2 143.3 114.2 2687

Controller 3A 2.982e-2 2.677e-1 4.178e-1 164.5 137.7 151.7 2687

(c) Case 2: high authority controller

Controller 1A 6.528e-2 8.669e-2 1.456e-1 415.0 141.3 109.0 3802

Controller 2A 5.169e-2 1.217e-1 1.924e-1 431.8 159.3 118.2 3802

Controller 3A — — — — — — —

σx1
σx2

σx3
σx··a1

σx··a2
σx··a3

σf
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One should point out that the systems employing controllers designed based on

Model 2 or Model 3 can quickly become unstable if one tries to reduce the rms responses

through increasing the weighting on the relative displacements or the absolute accelera-

tions in the performance function. However, by accounting for the actuator dynamics/CSI

a significantly more authoritative control design (i.e., higher performance) can be

achieved without such an instability occurring.

The results given in Tables 3.2 and 3.3 indicate that, for a given level of rms control

action, the ability of the controller to reduce the relative displacements of the structure is

greatest when the relative displacements of the structure are weighted in the control per-

formance function. Similarly, these tables indicate that the absolute accelerations of the

structure are most efficiently reduced when the absolute accelerations of the structure are

weighted. 

Table 3.3 Comparison of RMS Responses for Active Bracing System with Weighting 
on the Absolute Accelerations.

Configuration
(cm) (cm) (cm) (cm/s2) (cm/s2) (cm/s2) (N)

(a) nominal configurations

Uncontrolled 3.478e-1 7.087e-1 9.058e-1 249.6 199.1 243.2 —

Zeroed control 3.104e-2 2.720e-1 4.234e-1 159.6 138.0 152.7 2668

(b) Case 1: low authority controller

Controller 1B 2.560e-1 3.462e-1 3.746e-1 212.6 33.86 41.33 2687

Controller 2B 2.550e-1 3.439e-1 3.716e-1 39.22 33.63 40.79 2687

Controller 3B 1.442e-1 2.437e-1 3.256e-1 141.2 105.3 108.6 2687

(c) Case 2: high authority controller

Controller 1B 3.416e-1 4.366e-1 4.567e-1 32.46 30.20 35.43 3802

Controller 2B 3.404e-1 4.364e-1 2.562e-1 34.47 29.97 34.95 3802

Controller 3B 2.568e-1 3.426e-1 3.988e-1 138.2 103.7 106.5 3802

σx1
σx2

σx3
σx··a1

σx··a2
σx··a3

σf
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Example 2: Active Tendon System

Consider the single story structure subjected to a one-dimensional earthquake excita-

tion  with an active tendon system as shown in Fig. 3.10. In this system a tendon/pulley

system is used to transmit the force generated by the hydraulic actuator to the first floor of

the structure. A stiff frame is included to connect the actuator to the four pretensioned ten-

dons. The linearized equations of motion are 

(3.33)

(3.34)

where m is the mass of the building,  is the combined mass of the stiff frame and the

actuator rod/piston, c and k are the damping and stiffness coefficients of the structure,

respectively,  and  are the total damping and stiffness of the four tendons, x is the

displacement of the building relative to the ground, a is the displacement of the actuator,

and f is the force applied by the hydraulic actuator to the rigid frame. In Fig. 3.10, the

force designated  is the force in the tendons.

Under unity gain feedback of the actuator position, the dynamics of the hydraulic sys-

tem can be written as

x··g

Figure 3.10 Single Story Building with Active Tendon System.
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. (3.35)

Defining the state vector of the system as , the state equation is

. (3.36)

The measurements are chosen to include the displacement of the actuator and the absolute

acceleration of the building, i.e., . The measurement equation is thus 

(3.37)

where the vector v contains the noises in each measurement. The model in Eqs. (3.36) and

(3.37) includes actuator dynamics and CSI and is designated Model 1.

Model 2 is found by setting  in Eq. (3.35). Using this approach will result in a

controller that is equivalent to that used in Reinhorn, et. al. (1989a). The resulting alge-

braic relation for the force is then given by
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. (3.38)

Using the state vector  and the same measured outputs as above, the

state-space representation of Model 2 is

, (3.39)

(3.40)

Model 3 is found by assuming the transfer function  is constant in magnitude and

has zero phase. Using the state vector  and the same measurements as

above, the state-space representation for Model 3 is determined as 

(3.41)
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(3.42)

In this example, the structural parameters were chosen to correspond to the SDOF test

structure described in Chung, et. al. (1988). Their values were: m = 2,924 kg (16.69 lb-s2/

in),  = 15.8 N s/cm (9.025 lb-s/in), k = 13,895 N/m (7934 lb/in),  = 36 degrees,  =

14,879 N/m [8496 lb/in (i.e., )], and  = 0. The mass of the frame, , was

chosen to be 0.417 lb-s2/in. The ground acceleration was modeled as a broadband excita-

tion with a constant two-sided spectral density of magnitude  cm2/s3

(3.98 10-2 in2/s3). In all cases, the response calculations were based on the model in Eqs.

(3.36) and (3.37). Here, the uncontrolled configuration refers to the case in which the ten-

dons are present, but are fixed to the ground. The zeroed configuration refers to the case in

which the actuator is attached to the tendons, but the command signal of the control actua-

tor is set equal to zero. 

The response statistics are provided in Table 3.4 for the various type A controllers

(displacement weighting) and in Table 3.5 for the various type B controllers (acceleration

weighting). Notice that in the case of displacement weighting (Table 3.4), a stable control-

ler for Model 2 cannot be designed at the force levels chosen. Also, application of both the

low and high authority controllers designed using Model 3 (Controller 3A) has a detri-

mental effect on the displacement response of the system compared to the uncontrolled

system. 

All of the control designs which minimize the absolute acceleration produce a signifi-

cant reduction in the acceleration as well as the displacement (see Table 3.5), except the

controller which is based on Model 3 (Controller 3B). The low authority controller

designed based on Model 3 (Controller 3B) has little effect of the acceleration response of
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the structure compared to the uncontrolled case, and the high authority controller actually

increases the acceleration response. At this force level, the control design based on Model

2 (Controller 2B) performs comparably to Controller 1B, but this controller becomes

unstable if the weighting on the acceleration is increased above this value. As in the previ-

ous example, the displacements are most efficiently reduced when the displacements are

weighted, and the accelerations are most efficiently reduced when the accelerations are

weighted.

To better understand the effects of CSI and actuator dynamics in this example, the

transfer function from the actuator command to the actuator displacement is provided in

Fig. 3.11 for the active tendon system. Notice that a complex pole pair is present at

approximately 90 Hz due to the stabilizing position feedback. Also, the poles of the

uncontrolled structure (i.e., with the actuator removed and the tendons attached to the

ground) have become zeros of the actuator transfer function, . The transfer functions

from the actuator command to the actuator force, , and to the tendon force, , are

shown in Fig. 3.12. Comparing these two transfer functions, it is evident that the two

forces are not the same. Due to the presence of a complex zero pair in , the two trans-

fer functions are significantly different in magnitude at high frequencies, and above

approximately 23 Hz they are 180 degrees out of phase.   

Example 3: Active Mass Driver

Consider the single story structure subjected to a one-dimensional earthquake excita-

tion  with an active mass driver as shown in Fig. 3.13. The equations of motion are

, (3.43)

, (3.44)

Gau

Gfu Gfou

Gfu

x··g

Mx··1 c1 c2+( )x·1 c2x·2– k1 k2+( )x1 k– 2x2+ + f– Mx··g–=

mx··2 c2 x·2 x·1–( ) k2 x2 x1–( )+ + f mx··g–=
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where M is the mass of the building, m is the mass of the AMD (including the mass of the

actuator rod/piston),  and  are the displacement relative to the ground of the building
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Figure 3.11 Transfer Function from Actuator Command to 
Actuator Displacement.
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and the moving mass, respectively,  and  are the damping and stiffness coefficients

of the building, respectively,  and  are the damping and stiffness coefficients of the

active mass driver system, respectively, and f is the control force applied by the hydraulic

actuator. 

Table 3.4 Comparison of RMS Values of Controlled Responses for the Active Tendon 
System with Weighting on the Relative Displacement.

Configuration
(cm) (cm) (cm/s2) (N)

Uncontrolled 4.295e-2 – 34.73 –

Zeroed Control 2.748e-2 3.065e-3 21.18 299.4

Case 1: Low Authority Controller

Controller 1A 3.752e-3 2.457e-2 12.5 575.4

Controller 2A 3.692e-2 4.900e-2 21.74 575.4

Controller 3A 3.710e-2 9.324e-3 33.63 575.4

Case 2: High Authority Controller

Controller 1A 2.744e-3 2.687e-2 12.7 1829

Controller 2A – – – –

Controller 3A 1.111e-1 3.484e-2 104.0 1829

f(t)

x1 t( )

m

Figure 3.13 Single Story Building with Active Mass Driver.

M
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From above, the equation governing the dynamics of the hydraulic system under

unity-gain feedback of the actuator displacement (i.e., ) can be written as

. (3.45)

Defining the state vector of the system as , the equations of

motion can be written in matrix form as

Table 3.5 Comparison of RMS Values of Controlled Responses for the Active Tendon 
System with Weighting on the Absolute Acceleration.

Configuration
(cm) (cm) (cm/s2) (N)

Uncontrolled 4.295e-2 – 34.73 –

Zeroed Control 2.748e-2 3.065e-3 21.18 299.4

Case 1: Low Authority Controller

Controller 1B 3.748e-2 6.871e-2 3.686 575.4

Controller 2B 3.722e-2 6.845e-2 3.736 575.4

Controller 3B 3.043e-2 5.653e-2 14.84 575.4

Case 2: High Authority Controller

Controller 1B 1.091e-1 2.111e-1 2.606 1829

Controller 2B 1.077e-1 2.086e-1 2.770 1829

Controller 3B 1.058e-1 2.061e-1 16.47 1829

σx σa
σx··a σf

x2 x1–

f·
2β
V
------ Akqγ u x2 x1–( )–{ } kcf A–

2
– x·2 x·1–( )( )=

z1 [x1 x2 x·1 x·2 f]′=
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 . (3.46)

The measurements are chosen to include the displacement of the first floor mass relative

to the ground, the displacement of the AMD relative to the first floor mass, the absolute

accelerations of both masses, and the force applied by the actuator, i.e.,

. Thus, the measurement equation is

, (3.47)

where vi is the noise in the ith measurement. This model of the AMD system accounts for

both the dynamics of the actuator and CSI and is designated Model 1.

Model 2 is formed by setting  in Eq. (3.45), resulting in the algebraic relation

for the force given by
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. (3.48)

Using the state vector  and the same measured outputs as above,

the state-space representation of this model is

(3.49)

(3.50)

where , and .

Model 3 is formed by assuming  has a constant magnitude and zero phase. Using

the state vector  and the same measurements as above, the state-

space representation for Model 3 is 

(3.51)

f
Aγkq

kc
------------u

Aγkq

kc
------------ x2 x1–( )–

A
2

kc
------ x·2 x·1–( )–=

z2 [x1 x2 x·1 x·2]′=

z·2

0 0 1 0

0 0 0 1

k1 k2+( ) d1+

M
----------------------------------–

k2 d1+

M
-----------------

c1 c2+( ) d2+

M
----------------------------------–

c2 d2+

M
-----------------

k2 d1+

m
-----------------

k2 d1+

m
-----------------–

c2 d2+

m
-----------------

c2 d2+

m
-----------------–

z2

0

0

d1–

M
--------

d1

m
-----

u

0

0

1–

1–

x··g+ +=

y

1 0 0 0
1– 1 0 0

k1 k2+( ) d1+

M
----------------------------------–

k2 d1+

M
-----------------

c1 c2+( ) d2+

M
----------------------------------–

c2 d2+

M
-----------------

k2 d1+

m
-----------------

k2 d1+

m
-----------------–

c2 d2+

m
-----------------

c2 d2+

m
-----------------–

d1 d1– d2 d2–

z2

0

0

d1–

M
--------

d1

m
-----

d1

u v++=

d1 Aγkq kc⁄= d2 A
2

kc⁄=

Gfu

z3 [x1 x2 x·1 x·2]′=

z·3

0 0 1 0

0 0 0 1

k1 k2+( )
M

----------------------–
k2

M
-----

c1 c2+( )
M

----------------------–
c2

M
-----

k2

m
-----

k2

m
-----–

c2

m
-----

c2

m
-----–

z3

0

0

1–
M
------

1
m
----

K0u

0

0

1–

1–

x··g+ +=



87

. (3.52)

In this example, the structural parameters were chosen to correspond to the experi-

mental model in the SDOF configuration described in the experimental verification sec-

tion. The values were: M = 245 kg (1.4 lb-s2/in), c1 = 3.06 N-s/m (1.75 lb-s/in), and k1 =

4,991 N/m (2850 lb/in). The AMD was chosen such that the mass was 2% that of the

structure, the stiffness k2 = 99.8 N/m (57 lb/in) was chosen to tune the AMD to the natural

frequency of the structure, and the damping  was considered to be negligible and set

equal to zero. Using the constants for the hydraulic actuator model presented subsequently

in the experimental verification section and the above parameters, the matrices in the

above models were formed. For all of the controllers, the model on which the responses

calculations were based is given in Eqs. (3.46) and (3.47). In each case, the ground accel-

eration was modeled as a broadband excitation with a constant two-sided spectral density

of magnitude  cm2/s3 (5.94  10-1in2/s3).

Herein, the controlled response using the AMD is compared to the uncontrolled struc-

ture (i.e., with the AMD removed). The zeroed control configuration is not presented for

the AMD system because the results are similar to the responses of the uncontrolled con-

figuration. The response statistics for the various type A controllers are provided in Table

3.4. For the high authority controller (Case 2), notice that while requiring the same rms

control force, Controller 1A reduced the relative displacement of the first floor by 51.3%,

whereas Controller 3A only produced a 38.5% reduction in relative displacement. The

y
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system formed using Controller 2A became unstable before this force level was achieved.

Response statistics for the three type B controllers are shown in Table 3.7. Notice that the

rms absolute accelerations for Controllers 1B and 2B are the very close in both the high

and low authority cases, and these controllers produce significantly better results than

Controller 3B which considers the actuator transfer function to be constant over all fre-

quencies. Also notice that for this example, the relative displacement response with Con-

troller 1B (acceleration weighting) is nearly the same as for Controller 1A (displacement

weighting) when the same amount of actuator force is employed. For this example, it

would be slightly more beneficial to use a control strategy which weights the acceleration

of the structure than one which weights the relative displacement. In addition, the con-

trolled systems formed by using Controllers 2A, 2B, 3A, and 3B become unstable at high

displacement/acceleration weighting in the performance function (i.e., high authority con-

trol). If the compressibility of the hydraulic fluid is accounted for, a more authoritative

(i.e., higher performance) controller can be designed without such an instability occurring.

Table 3.6 Comparison of RMS Values of Controlled Responses for the AMD Model 
with Weighting on the Relative Displacement.

Configuration
(cm) (cm) (cm/s2) (N)

(a) nominal configuration

Uncontrolled 6.787e-2 — 140.1 —

(b) Case 1: low authority controller

Controller 1A 4.321e-2 1.094e-1 86.49 27.15

Controller 2A 5.509e-2 5.100e-2 110.1 27.15

Controller 3A 5.255e-2 7.173e-2 104.1 27.15

(c) Case 2: high authority controller

Controller 1A 3.353e-2 1.866e-1 67.51 46.84

Controller 2A — — — —

Controller 3A 4.229e-2 1.463e-1 83.01 46.84

σx1
σx1 x2– σx··1 σf
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3.4  Summary 

In this chapter, the role of control-structure interaction in the design of protective sys-

tems has been investigated, and the importance of accounting for actuator dynamics and

control-structure interaction has been demonstrated. For the case of hydraulic control

actuation, a natural velocity feedback interaction path has been shown to exist. This feed-

back, together with the stabilizing displacement (and/or force, velocity) feedback, causes

control-structure interaction to be intrinsic to the device. The dynamic model presented for

the hydraulic actuator was verified experimentally, as well as the predicted control-struc-

ture interaction behavior. Examples employing seismically excited structures have been

provided which show that considering actuator dynamics and control-structure interaction

in the design of a controller significantly improves the performance and robustness of the

controlled system.

The following conclusions from this work should be emphasized:

Table 3.7 Comparison of RMS Values of Controlled Responses for the AMD Model 
with Weighting on the Absolute Acceleration.

Configuration
(cm) (cm) (cm/s2) (N)

(a) nominal configuration

Uncontrolled 6.787e-2 — 140.1 —

(b) Case 1: low authority controller

Controller 1B 4.181e-2 1.197e-1 83.26 27.15

Controller 2B 4.181e-2 1.196e-1 83.06 27.15

Controller 3B 5.936e-2 4.338e-2 117.7 27.15

(c) Case 2: high authority controller

Controller 1B 3.272e-2 2.004e-1 64.85 46.84

Controller 2B 3.277e-2 1.999e-1 64.92 46.84

Controller 3B 4.663e-2 1.113e-1 91.92 46.84

σx1 σx1 x2– σx··1 σf
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• When the feedback interaction path is present, the poles of the structure will appear as

zeros of the transfer function from the command input to the force applied to the struc-

ture. This result occurs regardless of how fast the dynamics of the actuator are (includ-

ing the case when  is a constant gain).

• For actuators attached to lightly damped structures in which the feedback interaction

path is present, the ability of the actuator to apply forces at the structure’s natural fre-

quencies is greatly limited. The actuator cannot apply a force at the natural frequencies

of an undamped structure.

• Hydraulic actuators, both active and semi-active, have an implicit feedback interaction

path that occurs due to the natural velocity feedback of the actuator response. This in-

teraction occurs for actuators configured in both displacement, velocity and/or force

control.

• Simple models can be employed to represent the dynamics of the hydraulic actuator

and the associated control-structure interaction.

• Most researchers in the control of civil engineering structures have neglected the dy-

namics of the actuator, as well as the control-structure interaction effect. This approach

is equivalent to assuming that the transfer function  is constant in magnitude with

zero phase. In general, neither the phase nor the magnitude of  will be constant. Ne-

glecting phase differences between the command input u and the resulting force f, will

result in a time lag associated with generation of the control forces. Appropriate model-

ing of the actuator dynamics and control-structure interaction accommodates this time

lag.

Ga

Gfu

Gfu
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• In a structural control system for a given level of control action, neglecting the actuator

dynamics generally results in larger responses than in the case where the control-struc-

ture interaction is considered. Also, neglecting actuator dynamics and control-structure

interaction results in less achievable performance of the controller because the closed

loop system more easily becomes unstable.

• Better results are obtained if the compressibility of the hydraulic fluid is taken into ac-

count than if the fluid is treated as incompressible. Also, in the latter case, the achiev-

able performance level of the controller is significantly reduced due to instabilities

created in the closed-loop system.

• For the examples of active bracing and active tendon systems considered herein, the

structural response quantities are more efficiently reduced if they are directly weighted

in the control performance function. Thus, to reduce the absolute structural accelera-

tions, one should directly weight these acceleration responses in the control perfor-

mance function.

• For the active mass driver example, the relative displacements and absolute accelera-

tions are most efficiently reduced by weighting the absolute accelerations of the struc-

ture. 

• In general, modeling errors resulting from neglecting actuator dynamics and control-

structure interaction can be expected to decrease both the stability and performance ro-

bustness of the controlled structure.
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CHAPTER 4

Active Bracing Experiment

The first experiment to verify acceleration feedback control strategies for seismically

excited structures was conducted in June 1993 at the Structural Dynamics and Control/

Earthquake Engineering Laboratory (SDC/EEL) at the University of Notre Dame. The

structure employed was a three-story, single-bay, model building configured with an

active bracing control system. In this chapter, the experimental setup for the active bracing

system is described and a control design model for the structural system is identified

which incorporates the effects of control-structure interaction. An /LQG controller is

then designed and implemented on the system. The results show that acceleration feed-

back control strategies are effective for an active bracing system.

4.1  Experimental Setup

The SDC/EEL at the University of Notre Dame houses a uniaxial earthquake simula-

tor. The earthquake simulator consists of a hydraulic actuator/servovalve assembly which

drives a 48 in 48 in (122 cm 122 cm) aluminum slip table mounted on high-preci-

sion, low-friction, linear bearings. The actuator is a 2.5 in (6.4 cm) Nopak hydraulic cylin-

der with a  ( ) stroke, and the servovalve/amplifier is distributed by

Continental Hydraulics. The actuator and table/bearing system are attached to a reaction

massconsisting of a  sand-filled steel box. The hydraulic power unit

for the simulator is a 26 gpm gear pump with nominal supply pressure of 3,000 psi. The

H2

× ×

3 in± 7.6 cm±

30 in 60 in 96 in××
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pump is driven by a 60 amp, 50 HP electric motor. A 2.5 gallon hydraulic accumulator is

attached to the 3,000 psi supply line to the actuator. The capabilities of the simulator are:

maximum displacement  in (  cm), maximum velocity  in/sec (  cm/sec),

and maximum acceleration s with a 1000 lb test load. The operational frequency

range of the simulator is 0-50 Hz.

The test structure (see Figs. 4.1 and 4.2) employed in this experiment is a scale-model

of the prototype structure discussed in Chunget al., (1989). The building frame is con-

structed of steel, with a height of 158 cm (62 in). The floor masses of the model weigh a

total of 227 kg (500 lb), distributed evenly between the three floors. The time scale factor

is 0.2, making the natural frequencies of the model approximately five times those of the

prototype. The first three modes of the model structural system are at 5.7 Hz, 17.3 Hz and

28.3 Hz, with associated damping ratios given, respectively, by 0.33%, 0.23%, and 0.30%.

The ratio of model quantities to those corresponding to the prototype structure are: force =

1:60, mass = 1:206, time = 1:5, displacement = 4:29 and acceleration = 7:2.

The control force is applied by a servo-hydraulic control actuator with a  in. (

cm) maximum stroke located just below the first floor of the building and rigidly attached

to the seismic simulator table via a chevron-type brace, as shown in Figs. 4.1 and 4.2. A

position sensor, rigidly connected to the actuator, provides the stabilizing position feed-

back for the control actuator, as well as a measurement of the first floor displacement rela-

tive to the base. Accelerometers measure the absolute acceleration of each floor as well as

the ground acceleration. The force transmitted to the building by the control actuator is

measured with a piezoelectric force ring manufactured by PCB Piezotronics, Inc.

Note that in this experiment the relative displacement of the actuator, the absolute

acceleration measurements of the three floors of the structure, and the actuator force were

employed to determine the control action (see Fig. 4.1 ).

2± 5.1± 35± 89±

4g±

2± 5.1±
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Figure 4.2 Three-Degree-of-Freedom Test Structure
with an Active Bracing System.
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4.2  System Identification and Model Validation

A block diagram of the structural system to be identified (i.e., in Figs. 4.1 and 4.2) is

shown in Fig. 4.3. The two inputs are the ground excitation  and the command signal to

the actuator . The five measured system outputs include the relative displacement of the

actuator piston, , the three absolute accelerations, , , , of the floors of the

test structure, and the control force applied to the first floor, , (i.e.,

). Thus, a  transfer function matrix (i.e., ten input/out-

put relations) must be identified to describe the characteristics of the system in Fig. 4.3.

The procedure outlined in Chapter 2 was applied to determine a model of this 2-input/

5-output structural system. The 4-channel Tektronix 2630 Fourier Analyzer was first used

to determine the ten experimental transfer functions for the system. The transfer functions

from the ground acceleration to each of the measured responses were obtained by exciting

the structure with a band-limited white noise ground acceleration (0-100 Hz) with the con-

trol actuator in place and the actuator command set to zero. Similarly, the experimental

transfer functions from the actuator command signal to each of the measured outputs were

determined by applying a band-limited white noise (0-100 Hz) to the actuator command

while the ground was held fixed.

Figure 4.3 Block Diagram Representation of the
Active Bracing System.
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ẋ̇a2
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Representative magnitude and phase plots are shown in Figs. 4.4–4.6. All transfer

functions were obtained using twenty averages (i.e.,  in Eqs. (2.7–2.9)). Fig. 4.4

presents the transfer function from the ground acceleration  to the first floor absolute

acceleration , with the actuator in place and the actuator command set to zero (i.e.,

). Note the four distinct peaks in each transfer function at 8.28 Hz, 24.9 Hz, 41.5

Hz and 47.8 Hz, corresponding to the first four modes of the structural system (including

the actuator and test structure). The transfer function from the actuator command signal

to the first floor absolute acceleration  is shown in Fig. 4.5, and the transfer function

from the actuator command signal  to the the force applied to the structure  is shown in

Fig. 4.6.

One would expect all of the eight transfer functions to have exactly the same peaks.

However, notice that in the transfer functions from the ground acceleration to the struc-

tural responses, the third peak occurs at a higher frequency than the third peak in the trans-

fer functions from the command input to the structural responses. The reason for this is

not clear and requires further investigation. However, this phenomenon was only observed

in the active bracing system and may be due to amplitude dependent nonlinearities in the

actuator. The amplitudes of the actuator displacements when the ground is excited were

significantly smaller than the displacements experienced when the actuator drives the sys-

tem.

Once the experimental transfer functions have been obtained, the next step in the sys-

tem identification procedure is to model the transfer functions as a ratio of two polynomi-

als in the Laplace variables. In this step, the effects of control-structure interaction should

be consistently incorporated into the identification process. Thus, the zeros of the transfer

function from the actuator command to the applied force are the poles of the structure

(when the actuator is not attached). The resulting mathematical models of the transfer

M 20=

ẋ̇g

ẋ̇a1

u 0=

u

ẋ̇a1

u f
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functions are overlaid in Figs. 4.4–4.6. The quality of the mathematical models for the

remaining transfer functions was similar to that depicted here.

Next, the model was assembled in state space form. Ten states were used to model the

system corresponding to the ground acceleration input (Eq. 2.11) over the frequency range

of interest and twelve states were used to form the second state equation (Eq. 2.12), mod-

ing the input/output relationship between the actuator commandu and the measured

responsesy. Once each of the two state space systems were assembled, the states of the

individual systems were stacked, as described in Chapter 2, and a model reduction was

performed, reducing the twenty-two state system to a fourteenth-order system. All of the

transfer functions of the reduced-order model are compared to the experimental data in

Figs. 4.7–4.16.

Figure 4.4 Transfer Function from Ground Acceleration to First Floor Acceleration

Experimental
Analytical  

0 10 20 30 40 50 60 70 80 90 100
−60

−40

−20

0

20

0 10 20 30 40 50 60 70 80 90 100
−200

−100

0

100

200

M
ag

ni
tu

de
 (

dB
)

P
ha

se
 (

de
g)

Frequency (Hz)

Frequency (Hz)



98

Figure 4.5 Transfer Function from Actuator Command to First Floor Acceleration.
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Figure 4.6 Transfer Function from Actuator Command to the Applied Force.
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Figure 4.7 Comparison of Reduced-Order Model and Experimental Transfer
Function: Actuator Command to the Actuator Displacement.
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Figure 4.8 Comparison of Reduced-Order Model and Experimental Transfer
Function: Actuator Command to the First Floor Absolute Acceleration.
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Figure 4.9 Comparison of Reduced-Order Model and Experimental Transfer
Function: Actuator Command to the Second Floor Absolute Acceleration.
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Figure 4.10 Comparison of Reduced-Order Model and Experimental Transfer
Function: Actuator Command to the Third Floor Absolute Acceleration.
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Figure 4.11 Comparison of Reduced-Order Model and Experimental Transfer
Function: Actuator Command to the Applied Force.
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Figure 4.12 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to the Actuator Displacement.
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Figure 4.13 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to the First Floor Absolute Acceleration.
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Figure 4.14 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to the Second Floor Absolute Acceleration.
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Figure 4.15 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to the Third Floor Absolute Acceleration.
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Figure 4.16 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to the Applied Force.
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Notice that the quality of the transfer functions corresponding to the actuator com-

mand input are of higher quality than those corresponding to the ground acceleration

input. As discussed in Section 2.2.1, for the design of effective and robust controllers, the

model should accurately predict the response of the system to the control signal. There-

fore, in the system identification procedure, efforts were focused on obtaining an accurate

model from the actuator command to the structural responses in the frequency range of

interest.

The identified model of the structural system is used in the following section for con-

trol design and experimental verification of acceleration feedback strategies for a structure

employing an active bracing system.

4.3  Control Design and Experimental Results

An acceleration feedback controller was designed for the system based on the /

LQG techniques discussed in Section 2.3. The weighting functions  and , were con-

stant matrices (i.e., independent of frequency). The primary goal of the control design

employed in this initial experiment was to minimize the accelerations of the three floors of

the structure. Thus, an equal weighting was placed on the three absolute accelerations of

the structure. The loop gain transfer function was examined in assessing the control design

to provide an indication of the closed-loop stability when the controller is implemented on

the physical system. For this experiment, the magnitude of the loop gain should be less

than one at the frequencies above approximately 50 Hz. The analytical loop gain for the

controller is compared to the experimentally obtained loop gain in Fig. 4.17.

The performance of the controller was tested by exciting the structure with a broad-

band ground acceleration (0-100Hz) having anrms value of 92.2 cm/s2. Therms values of

the responses for the uncontrolled and controlled configurations of the structural system

H2
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are shown in Table 4.1. The results includerms responses for the relative displacement of

the actuator  (which is also a measure of the first floor relative displacement), the abso-

lute accelerations of the three floors, , , , and the applied control force, . In

this experiment, displacement transducers were not available in the experimental setup,

and the second and third floor displacements were not measured. Here, theuncontrolled

configuration refers to the case in which the active bracing system is completely discon-

nected from the structure. Thezeroed-controlcase corresponds to the case in which the

actuator is attached, but the command signal is set equal to zero (i.e., ). From the

response of the zeroed configuration it is shown that the “stiffness” of the actuator has a

significant effect on the displacement (97.4%) and a moderate effect on the accelerations.

Notice that with control, the absolute accelerations of the three floors are reduced by

37.8%, 56.4% and 61.0%, respectively, over the uncontrolled responses, and therms first

floor displacement is reduced by 95.6%. Also note that the controlled responses are

achieved by using less force than the zeroed-control case.

The magnitude of the experimentally obtained transfer functions for the controlled

system are compared to the transfer functions of the uncontrolled and zeroed systems in

Figure 4.17 Experimental and Analytical Loop Gain Transfer Function.

Experimental
Analytical  

0 10 20 30 40 50 60 70 80 90 100
−60

−40

−20

0

20

M
ag

ni
tu

de
 (

dB
)

Frequency (Hz)

xp
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Figs. 4.18–4.22. Comparing the uncontrolled and zeroed transfer functions, a significant

shift is observed in the natural frequencies due to the “stiffness” of the actuator (as pre-

dicted by the analysis in Chapter 3). Additionally, notice that the fourth peak which occurs

near 45 Hz is not effected by the presence of the actuator. This peak is due to a torsional

mode, and because the actuator is located on the centerline of test structure, it is not

effected by the actuator.

Notice that the peaks of the controlled transfer functions from the ground acceleration

to the structural responses are significantly smaller those of the zeroed transfer functions.

Only the controlled transfer function from the ground acceleration to the actuator dis-

placement is larger in magnitude than the zeroed response, because in the zeroed configu-

ration the actuator attempts to remain in the locked position. In the transfer functions from

the ground acceleration to the three floor accelerations, the peak in the first mode is

reduced by 5–8 dB (a factor of 1.8–2.5) over the corresponding peaks in the zeroed trans-

fer functions. In fact, notice that the controller achieves a significant reduction in all three

modes in the acceleration responses. In each transfer function, the second mode is reduced

by 10–15 dB (a factor of 3–5.6), and the third mode is reduced by approximately 10 dB (a

factor of 3) over the zeroed response. In addition, the magnitude of the transfer function

from the ground acceleration to the actuator force is significantly smaller in the controlled

Table 4.1 RMS Responses of Controlled System to Broadband Excitation (0-100 Hz).

, cm , cm/s2 , cm/s2 , cm/s2 , N

Uncontrolled 0.693e-2 159.4 179.5 232.0 —

Zeroed-Control
(% reduction)

0.197e–3
(97.4)

121.9
(23.5)

137.8
(23.2)

168.5
(27.4)

297

Controlled
(% reduction)

0.310e–3
(95.6)

99.80
(37.8)

78.23
(56.4)

90.40
(61.0)

167

xp ẋ̇a1 ẋ̇a2 ẋ̇a3 f
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case than in the zeroed case, showing again the actively controlled system achieves better

performance while requiring smaller forces than the zeroed system.

To obtain a visual assessment of the effectiveness of the control strategy, a water tank

was placed on the top floor of the structure. The additional mass of the water tank was

negligible compared to the mass of the structure and its presence had no significant effect

on the structural responses in both the uncontrolled and controlled configuration. Figure

4.23 is a photograph of the response of the uncontrolled structure to a broadband excita-

tion. Here, large waves are present, with some of the liquid sloshing completely out of the

tank. Note that the lines of the reference grid on the tank are at 2.5 cm (1 in) intervals. Fig-

ure 4.24 is a photograph of the response of the controlled structure to the broadband exci-

tation. Here, the waves are reduced by the action of the controller.

Figure 4.18 Comparison of Uncontrolled, Zeroed, and Controlled Transfer
Functions: Ground Acceleration to the First Floor Absolute Acceleration.
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Figure 4.19 Comparison of Uncontrolled, Zeroed, and Controlled Transfer
Functions: Ground Acceleration to the Second Floor Absolute Acceleration.
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Figure 4.20 Comparison of Uncontrolled, Zeroed, and Controlled Transfer
Functions: Ground Acceleration to the Third Floor Absolute Acceleration.
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Figure 4.21 Comparison of the Uncontrolled, Zeroed and Controlled Transfer
Functions: Ground Acceleration to the Actuator Displacement.
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Figure 4.22 Comparison of the Zeroed and Controlled Transfer Functions:
Ground Acceleration to the Applied Force.
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Figure 4.24 Controlled Response
of the Test Structure.

Figure 4.23 Uncontrolled Response
of the Test Structure.
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4.4  Summary of the Active Bracing Experiment

In this experiment, acceleration feedback control strategies were successfully imple-

mented and verified on a three-story test structure configured with an active bracing sys-

tem. The system identification procedure employed implicitly incorporates the effects of

control-structure interaction in the analysis by including the actuator in the identified sys-

tem. When the transfer functions of the uncontrolled experiment were compared to those

of the zeroed system, the effects of control-structure interaction were evident. The identi-

fied model was found to be effective for control design.

Using /LQG techniques, a controller was designed for the system with the objec-

tive of reducing the accelerations of the three floors of the structure. The system was

excited with a random 0-100 Hz ground excitation and therms values of the responses

were calculated. The controlledrms values of the three absolute accelerations were 37.8%,

56.4%, and 61.0% smaller than the uncontrolled values. Additionally, a comparison of the

transfer functions of the uncontrolled and controlled systems demonstrated that the con-

troller was able to achieve a significant reduction in all three modes of the structural sys-

tem. Based on the experimental results, acceleration feedback control strategies should be

regarded as viable and effective for a structure configured with an active bracing system.

These results consitute the first successful experimental implementation of accelera-

tion feedback control strategies.

H2



112

CHAPTER 5

Active Tendon Experiment

To demonstrate the validity of the acceleration feedback control strategies for larger

scale structures, a second experiment was conducted on a 1:4 scale, tendon-controlled,

three-story, test structure at the National Center for Earthquake Engineering Research

(NCEER), SUNY-Buffalo. This test structure has been employed by numerous research-

ers to test the effectiveness of their active control strategies. First the experimental setup is

described, including the test structure, the control actuator, tendons, and the sensors. A

control design model for the structural system, which includes the effects of control-struc-

ture interaction, is developed and validated. The /LQG frequency domain optimal con-

trol strategies discussed in Chapter 2 are employed to achieve the control objectives. The

experimental results reported for the various control designs indicate that the controllers

are robust and that full-state feedback performance can be effectively recovered using

acceleration feedback control strategies.

5.1  Experimental Setup

Experimental verification of the acceleration feedback control strategies for an active

tendon system was performed on the  earthquake simulator at the National

Center for Earthquake Engineering Research at SUNY-Buffalo. The test structure was the

1:4 scale model of a three-story building previously used by Chung,et. al. (1989) in state

feedback experiments. The structural system consisted of the test structure, a hydraulic

H2

12 ft. 12 ft.×
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control actuator and a tendon/pulley system, as shown in Figures 5.1 and 5.2. The test

structure had a weight of 6,250 lbs., distributed evenly among the three floors, and was

100 in. in height.

The hydraulic control actuator, four pretensioned tendons, and a stiff frame connect-

ing the actuator to the cables were provided to apply control forces to the test structure.

The four diagonal tendons transmitted the force from the control actuator to the first floor

of the structure, and the steel frame connected the actuator to the tendons. Because

hydraulic actuators are inherently open-loop unstable, a feedback control system was

employed to stabilize the control actuator and improve its performance. This feedback sig-

nal included a combination of the position, velocity and pressure measurements. For this

actuator, an LVDT (linear variable differential transformer), rigidly mounted to the piston,

provided the displacement measurement, which was the primary feedback signal. This

measurement was also sent through an analog differentiator to determine the velocity

measurement, and a pressure transducer across the actuator piston provided the pressure

measurement.

The structure was fully instrumented to provide for a complete record of the motions

undergone by the structure during testing. Accelerometers positioned on each floor of the

structure measured the absolute accelerations of the model, and an accelerometer located

on the base measured the ground excitation, as shown in Fig. 5.1. The displacement of the

actuator was measured using the LVDT mentioned above. Additional measurements were

taken to evaluate the performance of the control system. Force transducers were located

on each of the four tendons and their individual outputs were combined to determine the

total force applied to the structure. Displacement transducers on the base and on each floor

were attached to a fixed frame (i.e., not attached to the earthquake simulator) as shown in

Fig. 5.1 to measure the absolute displacement of the structure and of the base. The relative
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displacements were determined by subtracting the base displacement from the absolute

displacement of each floor.

Note that only acceleration measurements and the displacement of the actuator were

employed in the control algorithms (see Fig. 5.1).

5.2  System Identification and Model Validation

A block diagram of the structural system to be identified (i.e., in Figs. 5.1 and 5.2) is

shown in Fig. 5.3. The two inputs are the ground excitation  and the command signal to

the actuator . The four measured system outputs include the actuator displacement

and the absolute accelerations, , , , of the three floors of the test structure (i.e.,

). Thus, a  transfer function matrix (i.e., eight input/output

relations) must be identified to describe the characteristics of the system in Fig. 5.3.

The procedure outlined in Chapter 2 was employed to determine a model of this 2-

input/4-output structural system. The Tektronix 2630 Fourier Analyzer was first used to

determine the eight experimental transfer functions for the system shown in Fig. 5.3. The

transfer functions from the ground acceleration to each of the measured responses were

obtained by exciting the structure with a band-limited white noise ground acceleration (0-

50 Hz) with the actuator and tendons in place and the actuator command set to zero. Simi-

larly, the experimental transfer functions from the actuator command signal to each of the

Figure 5.3 Block Diagram Representation of the
Active Tendon System.
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measured outputs were determined by applying a band-limited white noise (0-50 Hz) to

the actuator command while the ground was held fixed.

Figures 5.4–5.6 show representative magnitude and phase plots for the experimen-

tally determined transfer functions. All transfer functions were obtained using twenty

averages (i.e.,  in Eqs. (2.7–2.8)). Figure 5.4 presents the transfer function from

the ground acceleration  to the first floor acceleration  (with the input to the control

actuator set to zero). Note the three distinct, lightly-damped modes occurring in each of

the transfer functions. These peaks occur at 2.33 Hz, 7.37 Hz, and 12.24 Hz and corre-

spond to the first three modes of the structural system. Similarly, the experimental transfer

function from the control commandu to the first floor acceleration  (setting the input

to the earthquake simulator to zero) is depicted in Fig. 5.5. Note the significant high fre-
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Figure 5.5 Transfer Function from Actuator Command to First Floor Acceleration.
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quency dynamics present; the magnitude of the transfer function at 40 Hz is as great as

that corresponding to the building’s primary modes. Clearly, these dynamic effects must

be considered in the control design.

Figure 5.6 shows the transfer function from the actuator commandu to the actuator

displacement (i.e., the actuator transfer function). As expected, this transfer function has

the same three lightly damped modes of the structural system that are seen in Figs. 5.4 and

5.5. In addition, there are significant dynamics at high frequencies that correspond to actu-

ator modes. These actuator dynamics are the primary source of the high frequency dynam-

ics seen in the transfer functions in Figs. 5.4 and 5.5. If the gain on the stabilization loop of

the hydraulic actuator is reduced, these high frequency dynamics are greatly reduced,

although at the expense of a more slowly responding actuator. To observe this effect, the

actuator transfer function was experimentally determined for two different feedback gains.

The two transfer functions are compared in Fig. 5.7. Notice that reducing the feedback

gain causes the actuator transfer function to roll off at a lower frequency and the actuator

dynamics to be highly damped.

Once the experimental transfer functions have been obtained, the next step in the sys-

tem identification procedure is to model the transfer functions as a ratio of two polynomi-

als in the Laplace variables. In this step, the effects of control-structure interaction should

be consistently incorporated into the identification process. For the system under consider-

ation, the results in Chapter 3 (see also Dyke,et al. (1993, 1995)) show that the poles of

the structure (including the active tendons) will appear as zeros of the transfer function

from the command input to the actuator displacement. This phenomenon occurs regardless

of how fast (or slow) the actuator responds. The predicted behavior is clearly seen in Fig.

5.6, where there is nearly a pole/zero cancellation at the first three modes of the structural

system. These zeros correspond to the poles of the transfer function from the actuator dis-
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placement to the building responses. The near cancellation of these poles and zeros occurs

because the tendons applying the control force to the structure are relatively flexible, as

compared to the building stiffness. If one did not anticipate the effect of control-structure

interaction, the transfer function for the actuator shown in Fig. 5.6 might have been

assumed to be unity over the interval from 0–20 Hz. In addition, the mass of the frame

connecting the tendons to the actuator is not negligible and has a significant effect on the

dynamics of the system. The frame must be viewed as an additional degree-of-freedom in

the system. This extra degree-of-freedom was implicitly incorporated into the system

model.

Herein, it was decided that the control of the first three modes was desired; thus the

model of the system needed to be accurate to approximately 20 Hz. Therefore, significant
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control effort should not be applied at frequencies above 20 Hz. The techniques used to

roll-off the control effort were discussed in Chapter 2.

The mathematical models of the transfer functions are overlaid in Figs. 5.4–5.6. The

identified poles of the structural system are: , ,

, , , and  (in Hz). The quality of the

mathematical models for the remaining transfer functions was similar to that depicted in

Figs. 5.4–5.6.

Next, the model was assembled in state space form. Because the transfer function

characteristics from the ground to the building response were dominated by the dynamics

of the building (see Fig. 5.4), the system corresponding to the ground acceleration input

(Eq. 2.11) required six states, associated with the three modes of the building, to accu-

rately model the experimental transfer functions over the frequency range of interest. The

second state equation (Eq. 2.12), modeling the input/output relationship between the actu-

ator commandu and the responsesy, had eleven states corresponding to the eleven poles

identified previously. Once each of the two state space systems were assembled, the states

of the individual systems were stacked, as described in Chapter 2, to form a combined sys-

tem. The model reduction procedure was applied, and the seventeen state system was

reduced to a tenth-order system. Six of the eliminated states corresponded to six redundant

states corresponding to the building dynamics. The additional state that was eliminated

corresponded to the very fast pole at 140 Hz found in the original system identification.

To ensure that information was not lost in the model reduction, the transfer functions

of the reduced order system were compared to the transfer functions of the original model.

All of the eight input/output relationships matched the original model well. A representa-

tive comparison of the reduced order model and the original model is shown in Figs. 5.8

(transfer function from actuator command to the first floor absolute acceleration) and 5.9

0.005– 2.33j± 0.030– 7.37j±

0.050– 12.24j± 2.01– 39.22j± 3.03– 43.26j± 140–
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(transfer function from ground acceleration to the first floor absolute acceleration). In each

case, the two functions are almost indiscernible, indicating that little information was lost

in the model reduction. The model was used as a basis for the control designs discussed in

the next section. All of the experimental transfer functions are compared to the reduced

order model in Figs. 5.10 through 5.17.
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Figure 5.9 Comparison of the Reduced Order Model and Original Model Transfer
Functions: Ground Acceleration to the First Floor Absolute Acceleration.

0 5 10 15 20 25 30 35 40 45 50
-40

-20

0

20

40

Original Model
Reduced Model 

0 5 10 15 20 25 30 35 40 45 50
-200

-100

0

100

Frequency (Hz)

Frequency (Hz)

M
ag

ni
tu

de
 (

dB
)

P
ha

se
 (

de
g)

0 5 10 15 20 25 30 35 40 45 50
-250

-200

-150

-100

-50

0

Experimental
Analytical  

0 5 10 15 20 25 30 35 40 45 50
-10

0

10

20
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Figure 5.11 Comparison of Reduced-Order Model and Experimental Transfer
Function: Actuator Command to the First Floor Absolute Acceleration.
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Figure 5.13 Comparison of Reduced-Order Model and Experimental Transfer
Function: Actuator Command to the Third Floor Absolute Acceleration.
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Figure 5.14 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to the Actuator Displacement.
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Figure 5.15 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to the First Floor Absolute Acceleration.
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Figure 5.16 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to the Second Floor Absolute Acceleration.
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5.3  Control Design and Experimental Results

After the data that was used for system identification was collected, a period of sever-

al weeks elapsed until the controllers were actually implemented. Before implementing

the controllers, the transfer functions of the system were again determined to verify that

the system model on which the controller designs were based was still valid. During the

time between the system identification tests and implementation of the control designs the

structural systemsoftened, resulting in approximately a 1% decrease in the frequencies of

the first three modes. However, the control designs were robust enough to account for the

slight differences. All of the twenty-one control designs which were implemented pro-

duced a significant reduction in the responses. Ten of the controllers were thoroughly test-

ed with various excitations, and the results of five representative controllers are provided.
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Figure 5.17 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to the Third Floor Absolute Acceleration.
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Extensive testing was conducted for all components of the control hardware and soft-

ware before the experiments were performed to control the structure. One of the final tests

was to experimentally determine the loop gain transfer function by attaching the measured

outputs from the building to the inputs of the controller (i.e., the DSP board). The loop

gain transfer function was then calculated by exciting the actuator command input with a

broadband excitation and measuring the controller output. Figure 5.18 compares the ex-

perimental and analytical loop gain transfer functions for one of the test controllers (Con-

troller E as defined in Table 5.1). The two transfer functions are nearly identical below 40

Hz, indicating that the controller was working as expected and the system model was ac-

curate.
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Figure 5.18 Experimental and Analytical Loop Gain for Controller E.
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Two different types of tests were conducted on the earthquake simulator to verify the

control designs. A band-limited white noise ground excitation (0-10 Hz) was first used to

excite the structure to observe the ability of the controllers to reduce therms values of the

structural responses. In the second type of test, the earthquake simulator reproduced a

recorded accelerogram to determine the ability of the controllers to reduce the peak struc-

tural responses. For this test, two earthquakes were chosen for controller verification: 1)

an El Centro earthquake excitation (N-S component), and 2) a Taft earthquake excitation

(North 21 East component). The magnitude of the earthquakes were reduced to one-quar-

ter (El Centro) and one-half (Taft) of the recorded intensity to reduce the possibility of

damaging the structure. Also, because the test structure was a scaled model of a prototype

structure, similitude relations dictated that both earthquakes be reproduced at double the

speed of the recorded earthquakes.

5.3.1  Development and Validation of Simulation Model

As discussed previously, the characteristics of the system changed slightly between

the time that the original data (used for control design) was taken and the controllers were

implemented. After completion of the experiments, a revised simulation model was devel-

oped based on the data taken when the control experiments were conducted. This was the

model used in all comparisons between the analytical and experimental results. Using the

eigenvectors of the system matrix for the original model, and modified values for the

eigenvalues from the new data, a revised system matrix was formed.

By exciting the model with the measured base accelerations, a simulation of the

uncontrolled system was performed to verify the new model of the structural system.

Uncontrolled, in this context, refers to the structural system with the tendons in place and

the actuator command set to zero. In Figs. 5.19a-c and 5.20a-c, the experimental and sim-
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Figure 5.19 Uncontrolled Experimental and Simulated Relative Displacements with
Scaled El Centro Excitation.
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ulated time responses of the first, second and third floor relative displacements and abso-

lute accelerations for a quarter scale El Centro excitation are compared for verification of

the simulation model. In all cases, the experimental and analytical responses matched

well, indicating that the simulation model is quite accurate. In addition, the analytical loop

gain shown in Fig. 5.18 corresponds to this model. The analytical and experimental loop

gains match well, indicating that the controller was operating as expected. Again, notice

that the experimental and analytical loop gains match well in the frequency range of inter-

est, indicating that the model is accurate and the control system is behaving as expected.

5.3.2  Discussion of Results and Comparison to Simulation

Twenty-one control designs were implemented, all of which were designed based on

the original model. In all of the controller designs considered, the weighting function on

the regulated output, , was a constant matrix (i.e., independent of frequency). The

earthquake filterF is modeled based on the Kanai–Tajimi spectrum. The performance of

all of the candidate controllers is evaluated analytically and experimentally. Each control-

ler performed well and none resulted in unstable systems.

Ten of the control designs were chosen for further study. The results of five represen-

tative control designs, designated A–E, are presented herein. Table 5.1 lists the five con-

trollers with a description of the corresponding control strategy employed for each design.

The performance objective in the design of Controller A was to minimize the relative dis-

placements of the structure. This was achieved by weighting the three displacements

equally and applying a smaller weighting to the actuator displacement. Controller B was

designed to minimize the interstory displacements. In this case a weighting matrix was

chosen which corresponded to weighting the three interstory displacements and a smaller

weighting was applied to the actuator displacement. The performance objective in the

W
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design of Controller C was to minimize the absolute accelerations of the structure. This

was achieved by placing equal weighting on all three absolute accelerations. Controller D

was designed by weighting only the absolute acceleration of the third floor. Since the larg-

est response in the fundamental mode is at the third floor, this approach serves to mini-

mize all the structural responses in the fundamental mode. In Controller E an additional

measurement, the base acceleration, was included in the measurement vector, and the

absolute acceleration of the third floor was weighted.

The experimental and simulated responses for Controllers A–E are provided in Tables

5.2, 5.3 and 5.4. Table 5.2 providesrms responses of each controlled system to a broad-

band excitation (0-10 Hz) and Tables 5.3 and 5.4 report peak responses to the scaled El

Centro and Taft excitations, respectively. Values for the absolute accelerations, , rela-

tive displacements, , interstory displacements, actuator displacement, , and control

signal, , are provided. The results includerms responses in the case of the band-limited

white noise excitation and peak responses for the scaled El Centro and Taft excitations.

The percent reduction of each controlled response relative to the corresponding uncon-

trolled response is given in parentheses. Note the excellent agreement between the results

predicted by the simulation and those obtained in the experiment. The force in the tendons

Table 5.1 Description of Control Strategies for Each Design.

Controller Control Strategy

A Equal weighting on all three relative displacements and small weighting on
the actuator displacement

B Weighting on the interstory displacements and small weighting on the
actuator displacement

C Equal weighting on all three absolute accelerations

D Weighting on third floor absolute acceleration

E Weighting on third floor absolute acceleration and measurement of ground
excitation

ẋ̇ai

xi xa

uc
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Table 5.2 RMS Responses of Controlled System to Broadband Excitation (0–10 Hz).

Controller , , , , in , in , in
in in

f, lbf , in

Volts

ExperimentalRMS Responses for Bandlimited White Noise Ground Excitation

uncontrolled 36.1 39.7 53.0 0.065 0.161 0.228 0.097 0.071 444.0 0.002 —

A 20.5
(43.2)

18.2
(54.0)

23.8
(55.1)

0.026
(60.8)

0.061
(61.9)

0.087
(61.9)

0.037
(61.5)

0.029
(59.1)

183.6
(58.6)

0.008 0.162

B 17.7
(51.0)

18.2
(54.1)

24.4
(53.9)

0.028
(57.0)

0.070
(56.4)

0.100
(56.2)

0.043
(55.7)

0.032
(55.1)

205.6
(53.7)

0.006 0.125

C 14.1
(61.0)

15.1
(62.0)

20.3
(61.6)

0.025
(61.2)

0.062
(61.7)

0.087
(61.8)

0.037
(61.7)

0.027
(62.0)

170.1
(61.7)

0.008 0.168

D 13.7
(62.0)

13.8
(65.3)

18.2
(65.6)

0.024
(64.0)

0.055
(65.9)

0.077
(66.4)

0.033
(66.5)

0.024
(66.6)

147.2
(66.8)

0.010 0.210

E 13.5
(62.7)

13.3
(66.4)

17.5
(67.0)

0.023
(65.0)

0.053
(67.2)

0.074
(67.7)

0.031
(67.9)

0.023
(68.1)

141.3
(68.2)

0.011 0.220

SimulationRMS Responses for Bandlimited White Noise Ground Excitation

uncontrolled 34.7 39.5 52.5 0.059 0.160 0.225 0.104 0.071 413.6 0.002 —

A 19.7
(43.2)

18.6
(52.9)

22.7
(56.9)

0.025
(57.8)

0.062
(61.3)

0.087
(61.4)

0.040
(61.4)

0.029
(58.7)

175.4
(57.6)

0.009 0.187

B 17.0
(50.8)

18.7
(52.7)

24.3
(53.8)

0.027
(54.1)

0.072
(54.9)

0.102
(54.7)

0.047
(54.7)

0.033
(54.3)

195.3
(52.8)

0.007 0.141

C 13.5
(61.0)

15.3
(61.2)

20.2
(61.6)

0.025
(57.3)

0.064
(60.2)

0.089
(60.6)

0.040
(61.1)

0.027
(61.9)

157.9
(61.8)

0.010 0.195

D 13.1
(62.1)

13.9
(64.9)

17.7
(66.4)

0.024
(59.5)

0.056
(64.9)

0.077
(65.7)

0.035
(66.6)

0.023
(67.3)

134.0
(67.6)

0.013 0.250

E 12.9
(62.9)

13.4
(66.1)

16.9
(67.9)

0.023
(60.1)

0.054
(66.1)

0.074
(67.2)

0.033
(68.2)

0.022
(68.9)

132.8
(67.9)

0.013 0.266
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Table 5.3  Peak Responses of Controlled System for Quarter Scale El Centro Excitation.

Controller , , , , in , in , in
in in

f, lbf , in

Volts

Experimental Peak Responses for Scaled El Centro Earthquake Excitation.

uncontrolled 93.0 118.7 158.6 0.178 0.421 0.627 0.273 0.209 1156 0.005 —

A 68.3
(26.6)

64.6
(45.5)

97.7
(38.4)

0.100
(44.1)

0.221
(47.6)

0.318
(49.4)

0.140
(48.9)

0.115
(44.8)

629.6
(45.5)

0.031 0.625

B 67.2
(27.7)

68.2
(42.6)

94.6
(40.3)

0.102
(42.6)

0.263
(37.5)

0.388
(38.1)

0.167
(38.9)

0.127
(39.2)

698.9
(39.5)

0.024 0.500

C 55.9
(39.9)

57.8
(51.3)

84.1
(47.0)

0.095
(46.6)

0.230
(45.5)

0.333
(46.9)

0.142
(47.9)

0.104
(50.5)

584.0
(49.5)

0.034 0.688

D 57.3
(38.5)

56.5
(52.3)

82.2
(48.2)

0.094
(47.2)

0.211
(50.0)

0.293
(53.3)

0.129
(52.9)

0.095
(54.5)

495.2
(57.2)

0.041 0.824

E 51.7
(44.4)

53.3
(55.0)

78.4
(50.6)

0.093
(47.8)

0.206
(51.1)

0.284
(54.7)

0.125
(54.3)

0.091
(56.3)

927.5
(19.8)

0.044 0.284

Simulation Peak Responses for Scaled El Centro Earthquake Excitation.

uncontrolled 99.1 103.9 168.5 0.169 0.438 0.660 0.309 0.221 1194 0.006 —

A 64.1
(35.3)

66.1
(36.4)

93.7
(44.4)

0.098
(41.7)

0.225
(48.8)

0.327
(50.4)

0.153
(50.5)

0.116
(47.6

622.2
(47.9)

0.035 0.700

B 64.1
(35.3)

70.9
(31.8)

95.6
(43.3)

0.097
(42.4)

0.265
(39.5)

0.390
(40.8)

0.183
(40.8)

0.126
(42.9)

692.1
(42.0)

0.027 0.538

C 52.7
(46.8)

59.4
(42.8)

81.3
(51.7)

0.093
(44.6)

0.236
(46.1)

0.341
(48.3)

0.158
(48.9)

0.106
(52.1)

553.2
(53.7)

0.039 0.770

D 52.9
(46.6)

56.8
(45.4)

76.2
(54.8)

0.095
(43.5)

0.214
(51.1)

0.299
(54.6)

0.140
(54.7)

0.097
(56.3)

474.9
(60.2)

0.048 0.953

E 48.7
(50.9)

51.8
(50.2)

72.9
(56.8)

0.094
(44.2)

0.207
(52.9)

0.287
(56.4)

0.133
(56.9)

0.093
(58.0)

459.8
(61.5)

0.051 1.026
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Table 5.4 Peak Response of Controlled System to One-Half Scale Taft Earthquake Excitation.

Controller , , , , in , in , in
in in

f, lbf , in

Volts

Experimental Peak Responses for Scaled Taft Earthquake Excitation.

uncontrolled 102.7 104.5 146.4 0.165 0.408 0.585 0.248 0.187 1079 0.005 —

A 55.9
(45.5)

55.6
(46.8)

98.9
(32.4)

0.086
(48.0)

0.222
(45.6)

0.341
(41.8)

0.146
(41.1)

0.122
(34.9)

576.2
(46.6)

0.029 0.617

B 57.3
(44.2)

60.9
(41.7)

102.9
(29.7)

0.099
(39.9)

0.260
(36.2)

0.390
(33.4)

0.169
(32.1)

0.134
(28.4)

657.4
(39.0)

0.023 0.492

C 49.4
(51.8)

52.1
(50.1)

84.8
(42.1)

0.083
(49.4)

0.224
(45.1)

0.333
(43.2)

0.144
(42.0)

0.112
(40.2)

562.9
(47.8)

0.031 0.629

D 44.5
(56.7)

48.2
(53.8)

75.3
(48.6)

0.072
(56.0)

0.190
(53.5)

0.282
(51.8)

0.123
(50.3)

0.097
(48.3)

473.3
(56.1)

0.036 0.741

E 43.5
(57.7)

46.4
(55.6)

71.8
(50.9)

0.070
(57.2)

0.184
(54.8)

0.273
(53.4)

0.121
(51.2)

0.094
(49.7)

460.4
(57.3)

0.038 0.786

Simulation Peak Responses for Scaled Taft Earthquake Excitation.

uncontrolled 89.6 109.9 144.3 0.149 0.417 0.601 0.272 0.191 1054 0.005 —

A 57.1
(36.3)

59.0
(46.3)

94.0
(34.8)

0.079
(46.8)

0.216
(48.2)

0.310
(43.2)

0.161
(40.8)

0.125
(34.5)

602.0
(42.8)

0.032 0.668

B 57.9
(35.4)

61.6
(44.0)

102.9
(28.7)

0.090
(39.9)

0.262
(37.1)

0.363
(33.5)

0.188
(31.1)

0.137
(28.2)

604.1
(42.7)

0.025 0.528

C 46.0
(48.7)

54.8
(50.1)

84.9
(41.2)

0.077
(48.7)

0.222
(46.9)

0.336
(44.1)

0.158
(41.9)

0.114
(40.4)

516.0
(51.0)

0.033 0.685

D 42.7
(52.3)

49.9
(54.6)

71.9
(50.2)

0.066
(55.6)

0.180
(56.8)

0.276
(54.1)

0.130
(52.4)

0.096
(49.9)

479.8
(54.5)

0.040 0.805

E 40.7
(54.6)

47.7
(56.6)

69.0
(52.2)

0.068
(54.3)

0.175
(58.0)

0.242
(55.7)

0.125
(54.1)

0.091
(52.3)

478.5
(54.6)

0.042 0.863
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(above the pretensioned value),f, was also measured during the experiment and is

included in each table. Notice that the measured force in the tendons during the controlled

tests was less than the force during the uncontrolled test for all control designs.

Comparing Controllers A and B, it is evident that no particular advantage was gained

by weighting interstory displacements in this experiment. In all response categories except

the first floor displacement, Controller A consistently performed better than Controller B.

In the first floor relative displacement response, Controller B produced slightly better

results than Controller A. However, Controller A reduced the remaining interstory dis-

placements (i.e.,  and ) 5-10% more than Controller B. Also, Controller A

reduced therms relative displacements of each floor by almost 62% and reduced the peak

relative displacement responses by approximately 45-50%, whereas Controller B could

only produce a 56% reduction in therms relative displacements.

Comparing Controllers C and D, which both weight various accelerations of the

structure, Controller D performs significantly better. In the design of Controller D, the

absolute acceleration of the third floor was weighted heavily, which forced the controller

to concentrate most of its efforts on the fundamental mode of the structure. In the design

of Controller C, the absolute acceleration of each floor was weighted equally, and the con-

troller had less of an effect in the fundamental mode. Choosing to weight only the absolute

acceleration of the third floor also made it possible to design a higher authority controller.

Therefore, application of Controller D resulted in a moderate increase in the ability of the

controller to reduce the acceleration responses and a significant increase in the ability of

the controller to reduce all of the displacement responses as compared to Controller C.

In all response categories, Controller E performed best, achieving a 62-68% reduction

in all rms responses to a broadband disturbance. Controller E performed best because it

had the advantage of measuring the ground acceleration, in addition to the structural accel-

x2 x1– x3 x2–
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erations and actuator displacement. Including the disturbance as a measurement produced

moderately better results than Controller D, which had the same performance objective,

but did not measure the ground acceleration. With Controller E the peak relative displace-

ment of the third floor due to the scaled El Centro and Taft earthquakes was reduced by

55% and 53%, respectively, indicating that a significant reduction in the response in the

fundamental mode was achieved.

Damping ratios for the first three modes were also determined for each controlled sys-

tem. These values are provided in Table 5.5 for each of the controllers mentioned above.

The results exhibit the same trends as therms and peak responses discussed above. Again,

Controller E performed best, increasing the damping in the fundamental mode from 1.0%

to 11.1%. Comparing Controllers C and D, one observes that Controller D has a signifi-

cant effect on the damping ratio of the fundamental mode of the system. Therefore,

weighting only the third floor absolute acceleration had the intended effect on the

responses of the system in the fundamental mode. Generally, the control strategies which

weighted the absolute accelerations of the structure (Controllers C, D, and E) resulted in

higher damping ratios than those weighting relative displacements (Controllers A and B).

Table 5.5 Estimated Damping Ratios of Structural Modes.

Controller Mode 1
(%)

Mode 2
(%)

Mode 3
(%)

uncontrolled 1.0 0.7 0.4

A 6.7 5.0 1.1

B 4.9 3.5 1.5

C 7.6 6.6 2.0

D 10.6 6.4 1.7

E 11.1 6.8 1.9
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The experimental relative displacement and absolute acceleration responses of the

closed-loop system formed with the best control design, Controller E, are compared to the

experimental uncontrolled responses for the scaled El Centro excitation in Figs. 5.21a-c

and 5.22a-c, respectively. Clearly, the controller has a significant effect on the magnitude

of the system responses and on the damping characteristics. The experimental transfer

functions of the uncontrolled system are compared to the experimental transfer functions

of the controlled system (using Controller E) in Figs. 5.23-5.28. The experimental and

simulated closed-loop responses are compared in Figs. 5.29a-c and 5.30a-c. Notice the

excellent agreement between the simulated and experimental responses, indicating that the

model is very accurate and there were no unforeseen problems in the implementation of

the controller.

Notice from the results that by weighting the absolute accelerations, both the absolute

accelerations and relative displacements are significantly reduced. However, weighting

the relative displacements does not effectively minimize the absolute accelerations. This

observation can be explained by considering the relationship between the relative dis-

placements and absolute accelerations. In the relative displacement responses, the funda-

mental mode accounts for the largest component of the responses. Therefore, a controller

which concentrates on the response in this mode will cause a significant reduction in the

relative displacements. However, because the higher modes contribute significantly to the

acceleration responses, and these modes are not significantly affected by the controller,

the accelerations will not be reduced as greatly as the displacements. By placing weight-

ing on the absolute accelerations, the response in all modes is affected, thus reducing the

displacements as well as the accelerations.

Finally, as empirical evidence of robustness of the controllers, it should be mentioned

that during one of the controlled experiments a sensor was left disconnected. Neverthe-
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Figure 5.21 Uncontrolled and Controlled Experimental Relative Displacements
(Controller E).
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Figure 5.22 Uncontrolled and Controlled Experimental Absolute Accelerations
(Controller E).
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Figure 5.24 Comparison of Uncontrolled and Controlled Transfer Functions:
Ground Acceleration to the Second Floor Relative Displacement.

Figure 5.23 Comparison of Uncontrolled and Controlled Transfer Functions:
Ground Acceleration to the First Floor Relative Displacement.
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Figure 5.26 Comparison of Uncontrolled and Controlled Transfer Functions:
Ground Acceleration to the First Floor Absolute Acceleration.

Figure 5.25 Comparison of Uncontrolled and Controlled Transfer Functions:
Ground Acceleration to the Third Floor Relative Displacement.
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Figure 5.28 Comparison of Uncontrolled and Controlled Transfer Functions:
Ground Acceleration to the Third Floor Absolute Acceleration.
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Figure 5.27 Comparison of Uncontrolled and Controlled Transfer Functions from
the Ground Acceleration to the Second Floor Absolute Acceleration.
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Figure 5.29 Comparison of Experimental and Simulated Controlled Relative
Displacement Responses (Controller E).
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Figure 5.30 Comparison of Experimental and Simulated Controlled Absolute
Acceleration Responses (Controller E).
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less, the resulting structural responses were reduced, although not as greatly as when all

sensors were connected.

5.4  Summary of the Active Tendon Experiment

Active control designs based on acceleration feedback have been successfully imple-

mented and verified on a tendon-controlled, MDOF test structure at the National Center

for Earthquake Engineering Research at SUNY, Buffalo. The effects of actuator dynamics

and control-structure-interaction were incorporated into the system identification proce-

dure. The identified ten-state model reproduced the experimental results well in both the

frequency domain and the time domain. Experimental results indicate that effective and

robust controllers can be designed using an acceleration feedback control strategy, and full

state feedback performance can be recovered.

Using /LQG control design techniques, many different controllers were designed,

each with a different performance objective. Some controllers were designed to minimize

the three relative displacements of the structure while others minimized the absolute

acceleration of the third floor. The best control design, which was designed to minimize

the third floor acceleration and included the ground acceleration as an additional measure-

ment (Controller E), achieved a 60-68% reduction in allrms displacement and accelera-

tion measurements. Similarly, a 55% and 53% reduction in the peak response of the third

floor displacement under the scaled El Centro earthquake and Taft excitations, respec-

tively, was achieved. Comparable reductions were obtained for the other peak responses.

In all cases, including the ground acceleration as an additional measurement resulted in a

better control system. Additionally, excellent agreement was obtained between the simu-

lations based on the identified analytical model and the experimental results.

H2
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By comparing the various control designs it was observed that weighting the displace-

ments of the structure did not effectively reduce the acceleration responses. However, by

weighting the accelerations in the control design, both the displacements and accelerations

were efficiently reduced.
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CHAPTER 6

Active Mass Driver Experiment

Because of the large number of full-scale implementations of active and hybrid mass

drivers, a final active control experiment to verify acceleration feedback control strategies

was performed at the Structural Dynamics and Control/Earthquake Engineering Labora-

tory (SDC/EEL) at the University of Notre Dame. The three story test structure employed

in the active bracing experiment and described in Chapter 4, was reconfigured with an

active mass driver (AMD) system. Control-structure interaction models were incorporated

into the analysis and frequency domain /LQG optimal control strategies were applied

to achieve the control objectives. The results indicate that AMD systems employing accel-

eration feedback strategies are effective for reduction of structural responses during seis-

mic activity and that response reduction can be achieved in all three modes of the

structural system.

6.1  Experimental Setup

Tests were conducted at the Structural Dynamics and Control/ Earthquake Engineer-

ing Laboratory (SDC/EEL) at the University of Notre Dame using the three-story scale

model building described in Chapter 4. A simple implementation of an active mass driver

(AMD) was placed on the third floor of this test structure for control purposes. The AMD

consisted of a high pressure hydraulic actuator with steel masses attached to each end of

the piston rod (Fig. 6.3). The hydraulic cylinder, manufactured by Nopak, had a 3.8 cm

H2
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(1.5 in) diameter and a 30.5 cm (12 in) stroke. A Dyval servo-valve was employed that

had an operational frequency range of 0–45 Hz. This hydraulic actuator was fitted with

low-friction Teflon seals to reduce nonlinear frictional effects. For this experiment, the

moving mass for the AMD weighed 5.2 kg (11.5 lbs) and consisted of the piston, piston

rod and the steel disks bolted to the end of the piston rod. The total mass of the structure,

including the frame and the AMD, was 300 kg (660 lbs). Thus, the moving mass of the

AMD was 1.7% of the total mass of the structure. Because hydraulic actuators are inher-

ently open loop unstable, position feedback was employed to stabilize the control actuator.

The position of the actuator was obtained with an LVDT (linear variable differential trans-

former) rigidly mounted between the piston rod and the third floor.

As shown in Fig. 6.1, accelerometers positioned on each floor of the structure and on

the AMD provided measurements of the absolute accelerations of the model, and an accel-

erometer located on the base measured the ground excitation. The displacement of the

AMD relative to the third floor was measured using the LVDT mentioned previously.

Only the three floor acceleration measurements and the absolute acceleration of the AMD

were employed for purposes of control force determination (see Fig. 6.1).

6.2  System Identification and Model Validation

A block diagram of the structural system to be identified (i.e., in Figs. 6.1 and 6.2) is

shown in Fig. 6.4. The two inputs are the ground excitation  and the command signal to

the actuator . The four measured system outputs include the absolute acceleration of the

moving mass, , and the absolute accelerations, , , , of the three floors of

the test structure (i.e., ). Thus, a  transfer function matrix

(i.e., eight input/output relations) must be identified to describe the characteristics of the

system in Fig. 6.4.

ẋ̇g

u

ẋ̇am ẋ̇a1 ẋ̇a2 ẋ̇a3

y ẋ̇am ẋ̇a1 ẋ̇a2 ẋ̇a3[ ]′= 4 2×
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Figure 6.2 Three-Degree-of-Freedom Test Structure
with an Active Mass Driver.
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ẋ̇a1 t( )
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Figure 6.1 Schematic of Experimental Setup.
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The procedure outlined in Chapter 2 was applied to determine a model of this 2-input/

4-output structural system. The data acquisition system was employed to record the time

responses and the eight experimental transfer functions for the system shown in Fig. 6.4

were then calculated in MATLAB (1994). The transfer functions from the ground acceler-

ation to each of the four measured responses were obtained by exciting the structure with

a band-limited white noise ground acceleration (0-100 Hz) with the AMD in place and the

actuator command set to zero. Similarly, the experimental transfer functions from the

actuator command signal to each of the measured outputs were determined by applying a

band-limited white noise (0-100 Hz) to the actuator command while the ground was held

fixed.

Figure 6.3 Active Mass Driver.

Figure 6.4 Block Diagram Representation of the
Active Tendon System.

ẋ̇g

u

ẋ̇am

ẋ̇a1
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System

Structural
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Three representative experimental transfer functions are shown in Fig. 6.5–6.7.

Twenty averages (i.e.,  in Eqs. (2.7–2.8)) were used to obtain these transfer func-

tions. Figure 6.5 presents the transfer function from the ground acceleration to the abso-

lute acceleration of the third floor. Figures 6.6 and 6.7 present the transfer functions from

the actuator command signal to the absolute acceleration of the third floor and to the abso-

lute acceleration of the actuator, respectively.

Once the experimental transfer functions have been obtained, the next step in the sys-

tem identification procedure is to model the transfer functions as a ratio of two polynomi-

als in the Laplace variables. Again, the effects of control-structure interaction should be

incorporated into the model. Notice the near pole/zero cancellation in the actuator transfer

function (Fig. 6.7) resulting from the control-structure interaction. This behavior is pre-

dicted by the models in Chapter 3 which employ the model of the hydraulic actuator.
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Figure 6.6 Transfer Function from Actuator Command to
Third Floor Absolute Acceleration.
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For this experiment, the decision was made to focus control efforts on the reduction

of the structural responses in the first three vibrational modes; thus, the model was

required to be accurate below 35 Hz. To achieve an accurate model over this frequency

range, the first five modes of the structural system were included in the model. Therefore,

significant control effort should not be applied at frequencies above 35 Hz. The tech-

niques used to roll-off the control effort at higher frequencies were presented previously in

Chapter 2.

The resulting mathematical models of the transfer functions are overlaid in Figs. 6.5-

6.7. The quality of the mathematical models for the remaining transfer functions was sim-

ilar to that depicted in Figs. 6.5-6.7.

Next, the model was assembled in state space form. Again, the transfer functions

from the ground to the structural responses were dominated by the dynamics of the struc-

ture, so the system related to the ground acceleration input (Eq. 2.11) required ten states

corresponding to the first five modes of the test structure. The second state equation, mod-

eling the relationship between the actuator command and the structural responses (Eq.

2.12), required fourteen states corresponding to the poles identified previously. Once each

of the two state space systems were assembled, the states of the individual systems were

stacked, as described in Chapter 2, to form a combined system. The model reduction pro-

cedure was applied, and the twenty-four state system was reduced to a fourteenth-order

system. The ten eliminated states corresponded to ten redundant states corresponding to

the building dynamics.

To ensure that information was not lost in the model reduction, the transfer functions

of the reduced order system were compared to the transfer functions of the original model.

All of the eight input/output relationships matched the original model well. A representa-

tive comparison of the reduced order model and the original model is shown in Figs. 6.8
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(transfer function from actuator command to the first floor absolute acceleration) and 6.9

(transfer function from ground acceleration to the first floor absolute acceleration). In Fig.

6.9 the two transfer functions are indiscernible, indicating that no significant information

was lost in the reduction. This control design model was used as a basis for the control

designs. All of the experimental transfer functions are compared to the reduced order

model in Figs. 6.10 through 6.17.

6.3  Control Design and Experimental Results

To offer a basis for comparison, a number of candidate controllers were designed

using /LQG control design techniques, each employing a different performance objec-

tive. Designs which minimize the three relative displacements, interstory displacements,

and various combinations of three absolute accelerations of the structure and the absolute

acceleration of the AMD were considered. In all of the controller designs considered, the
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Figure 6.8 Comparison of the Reduced Order Model and the Original Model:
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Figure 6.11 Comparison of Reduced-Order Model and Experimental Transfer
Function: Actuator Command to First Floor Absolute Acceleration.
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Figure 6.12 Comparison of Reduced-Order Model and Experimental Transfer
Function: Actuator Command to Second Floor Absolute Acceleration.
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Figure 6.13 Comparison of Reduced-Order Model and Experimental Transfer
Function: Actuator Command to Third Floor Absolute Acceleration.
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Figure 6.14 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to Actuator Absolute Acceleration.
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Figure 6.15 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to First Floor Absolute Acceleration.
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Figure 6.16 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to Second Floor Absolute Acceleration.
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weighting function on the regulated output, , was a constant matrix (i.e., independent of

frequency), and the earthquake filterF is modeled based on the Kanai–Tajimi spectrum.

Previously, the control design model was shown to be acceptably accurate below 35

Hz. However, significant modeling errors may occur at higher frequencies due to unmod-

eled dynamics. If one tries to affect high authority control at frequencies where the system

model is poor, degraded or unstable controlled performance may result. Thus, for the

structural system under consideration, no significant control effort was allowed above 35

Hz. Loop shaping techniques were used to roll-off the control effort in the high frequency

regions where the system model was not accurate.

The loop gain transfer function was examined in assessing the various control designs

to provide an indication of the closed-loop stability when the controller is implemented on

Experimental
Model       

0 10 20 30 40 50 60 70 80 90 100
−50

0

50

0 10 20 30 40 50 60 70 80 90 100
−800

−600

−400

−200

0

200

Figure 6.17 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to Third Floor Absolute Acceleration.
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the physical system. For this experiment, the loop gain should be less than one at the fre-

quencies above 35 Hz. Herein, a control design was considered to be acceptable for imple-

mentation if the magnitude of the loop gain at high frequencies was less than -5 dB at

frequencies greater than 35 Hz.

The results of two representative control designs is presented herein. The first design

(Controller A) was designed by placing an equal weighting on the absolute accelerations

of the top two floors of the structure. The second controller (Controller B) was designed

using the same weighting matrix as Controller A, but in addition used loop shaping tech-

niques to roll-off the control effort at higher frequencies. A summary of the control

designs is presented in Table 6.1. The loop gains for these two controllers are compared to

the experimentally obtained loop gains in Figs. 6.18 and 6.19. In both cases, the analytical

loop gains match the experimental results very well, indicating that the mathematical

model of the system is sufficiently accurate and the controller is operating as expected.

The magnitude of the analytical loop gains is compared for the two controllers in Fig.

6.20. Here one can see that with Controller B the loop gain has been rolled-off signifi-

cantly at high frequencies, and the controller is designed to concentrate most of its efforts

on the first three modes of the system.

Table 6.1 Description of Control Strategies for Each Design.

Controller Control Strategy

A Equal weighting on second and third floor absolute accelerations

B Equal weighting on second and third floor absolute accelerations
and control effort rolled off at high frequencies
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Figure 6.18 Experimental and Analytical Loop Gain Transfer Function
Formed with Controller A.
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Two series of experimental tests were conducted to evaluate the performance of the

control designs. First a broadband signal (0–50 Hz) was used to excite the structure and

rms responses were calculated. In the second series of tests an earthquake-type excitation

was applied to the structure and peak responses were determined.

For the broadband disturbance tests, therms responses for the two controllers are

compared to the uncontrolled responses in Table 6.2. The percent reductions are indicated

in parentheses. For this experiment,uncontrolled refers to the case in which the AMD was

attached to the structure and the command signal was set equal to zero. Both controllers

were able to achieve at least an 80% reduction in the third floorrms absolute acceleration.

Notice that Controller A was able to achieve moderately better results than those of Con-

troller B, but therms acceleration of the actuator was almost twice that of Controller B

while therms displacements remained approximately the same. This difference is due to

the loop shaping used in the design of Controller B, which resulted in less control effort

being applied at the higher frequencies.

The experimentally obtained closed loop transfer functions for the two control

designs are compared to the uncontrolled transfer functions in Figs. 6.21–6.26. Notice that

all three of the first modes are significantly reduced. The analytical closed loop transfer

Table 6.2 RMS Responses for Broadband Disturbance Tests (0–50 Hz).

controller
(in/s2) (in/s2) (in/s2) (in) (in/s2) (V)

Uncontrolled 51.4 61.6 76.0 — 75.6 —

Controller A 11.6
(77.4)

12.0
(80.5)

13.2
(82.6)

.0903 202 .057

Controller B 14.0
(72.7)

14.5
(76.5)

15.1
(80.1)

.0808 101 .055

ẋ̇a1 ẋ̇a2 ẋ̇a3 xa
ẋ̇am u
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functions are also presented in these graphs for comparison to the experimental data. The

closed loop analytical transfer functions are very close to the experimentally obtained

transfer functions, again indicating that the model accurately represents the behavior of

the system and that the controller is operating correctly. Figs. 6.27–6.29 provide a com-

parison of the experimental closed loop transfer functions for the two controllers. Here,

one sees that Controller A and B reduce the vibrational response in the first mode to a sim-

ilar level. However, Controller A more effectively reduces the structural responses in the

second and third vibrational mode. Because the control action was rolled-off at higher fre-

quencies, the local vibrational modes above 35 Hz are not greatly affected by either con-

troller.

The measured ground acceleration record that was generated by the simulator for the

earthquake tests is shown in Fig. 6.30. For these tests, Table 6.3 presents the peak

responses for the two controllers are compared to the uncontrolled responses. The third
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Figure 6.22 Transfer Function from the Ground Acceleration to the
Second Floor Absolute Acceleration with Controller A.
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Figure 6.24 Transfer Function from the Ground Acceleration to the
First Floor Absolute Acceleration with Controller B.
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Figure 6.26 Transfer Function from the Ground Acceleration to the
Third Floor Absolute Acceleration with Controller B.
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Figure 6.27 Comparison of Experimental Closed Loop Transfer Functions
from Ground Acceleration to First Floor Acceleration.
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Figure 6.28 Comparison of Experimental Closed Loop Transfer Functions
from Ground Acceleration to Second Floor Acceleration.
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Figure 6.29 Comparison of Experimental Closed Loop Transfer Functions
from Ground Acceleration to Third Floor Acceleration.
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floor absolute acceleration time response is compared to the uncontrolled response in Figs.

6.31 (Controller A) and 6.34 (Controller B). Controller A was able to reduce the peak

acceleration of the third floor by 65.0% and Controller B was able to reduce this peak

acceleration by 55.2%. The absolute acceleration of the actuator for the two controllers is

shown in Figs. 6.32 (Controller A) and 6.35 (Controller B). The corresponding displace-

ment of the actuator relative to the third floor is given in Figs. 6.33 (Controller A) and

6.36 (Controller B). As indicated in Figs. 6.27–6.29, the high-frequency content of the

actuator motion for Controller A is greater than it is for Controller B. Notice again from

these graphs and from the peak values in Table 6.3 that the peak acceleration of the actua-

tor for Controller A was significantly larger than that of Controller B, while the peak dis-

placements remained approximately the same.

6.4  Summary of the Active Mass Driver Experiment

In this experiment, acceleration feedback control strategies were successfully imple-

mented and verified on a three-story, single-bay test structure controlled with an active
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Figure 6.30 Measured Ground Acceleration Used for Earthquake Tests.
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Figure 6.31 Comparison of Uncontrolled and Controlled
Absolute Acceleration of the Third Floor with Controller A.
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Figure 6.33 Displacement of the Actuator with Controller A.
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Figure 6.34 Comparison of Uncontrolled and Controlled Absolute
Acceleration of the Third Floor with Controller B.

Uncontrolled

Controlled  

1 2 3 4 5 6 7 8
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

Time (sec)

A
cc

el
er

at
io

n 
(g

)

1 2 3 4 5 6 7 8
−10

−8

−6

−4

−2

0

2

4

6

8

10

Figure 6.35 Absolute Acceleration of the Actuator with Controller B.
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Figure 6.36 Displacement of the Actuator with Controller B.
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mass driver. A model was identified for the structural system which included the first five

modes of the system. The effects of actuator dynamics and control-structure interaction

were incorporated into the system identification procedure and the resulting fourteen state

model was found to be effective for control design.

/LQG control design techniques were used to successfully design a number of

controllers and the results of two control designs were presented. Under a broadband exci-

tation, the AMD controller was able to achieve approximately an 80% reduction inrms

acceleration responses and a significant response reduction was achieved in all three

modes of the system. When excited by an earthquake disturbance, the reduction in the

peak response of the third floor absolute acceleration was 65.0%. Based on these results,

acceleration feedback control strategies should be regarded as viable and effective for mit-

igation of structural responses due to seismic excitations.

The experimental results indicate that AMD systems employing acceleration feed-

back strategies are effective for reduction of structural responses during seismic activity

and that response reduction can be achieved in all three modes of the structural system.

Table 6.3 Peak Responses for Earthquake Excitation Tests.

Controller , (in/s2) , (in/s2) , (in/s2) ,

(in)
, (in/s2) , (V)

Uncontrolled 192 258 297 — 298 —

Controller A 113
(39.3)

123
(49.9)

96.0
(65.0)

0.720 3060 0.444

Controller B 99.3
(46.7)

103
(58.2)

123
(55.2)

0.606 890 0.373

ẋ̇a1 ẋ̇a2 ẋ̇a3
xa ẋ̇am u

H2
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CHAPTER 7

Modeling of a Semi-Active

Magnetorheological Damper

The focus of the remaining chapters of the dissertation is the verification of accelera-

tion feedback strategies for semi-active control systems. Because semi-active control sys-

tems combine the best features of passive and active control, they appear to have

significant potential to advance the acceptance of structural control as a viable means for

dynamic hazard mitigation. In contrast to active control devices, semi-active control

devices do not have the potential to destabilize the structure (in the bounded input –

bounded output sense), and most require little power to operate. Moreover, preliminary

studies indicate that the semi-active dampers have the potential to achieve the perfor-

mance of fully active systems, thus allowing for the possibility of effective response

reduction during both moderate and strong seismic activity. One particularly promising

class of semi-active control devices for seismic response reduction is found in magne-

torheological (MR) dampers. These devices offer mechanical simplicity, low operating

power requirements, environmental robustness, and demonstrated potential for developing

forces sufficient for full-scale applications.

A prototype magnetorheological (MR) damper has been obtained from the Lord Cor-

poration of Cary, North Carolina to evaluate the usefulness of MR devices in response

reduction for civil engineering structures. To develop control algorithms that take maxi-
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mum advantage of the unique features of the damper and to evaluate its effectiveness of

for structural control applications, a model must be developed that can adequately charac-

terize the damper’s intrinsic nonlinear behavior. Following a description of the MR

damper, a review of several idealized mechanical models for controllable fluids and fluid

dampers is presented, and a new model is proposed that can effectively portray the behav-

ior of a typical MR damper. Comparison with experimental results for a prototype damper

indicates that the model is accurate over a wide range of operating conditions and is

appropriate for control design and analysis.

7.1  Magnetorheological Fluid and Damper

MR fluids are the magnetic analogs of electrorheological (ER) fluids which have

also been considered for structural control applications. The essential characteristic of

these controllable fluids is their ability to reversibly change from a free-flowing, linear,

viscous fluid to a semi-solid in milliseconds when exposed to a magnetic (or electric in the

case of ER fluids) field. Recently developed MR fluids have high strength, low viscosity,

and low power requirements, are stable over a broad temperature range and are insensitive

to impurities commonly introduced during manufacturing (see Table 1.1). Because there

are no moving parts, other than the piston itself, damping devices that take advantage of

controllable fluids are simpler and more reliable than semi-active dampers based on elec-

tromechanical devices. Furthermore, the MR damper is expected to be quite inexpensive

to build and operate, and preliminary tests indicate that it will be capable of generating the

required forces for civil engineering applications. However, semi-active control devices

are also intrinsically nonlinear, making it a challenging task to develop system identifica-
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tion techniques and appropriate control strategies that can optimally exploit their unique

features.

The MR damper consists of a fixed orifice damper filled with a magnetorheological

fluid as shown in Fig. 7.1. The MR fluid is a proprietary formulation, VersaFloTM MRX-

135GD developed by the Lord Corporation, that consists of micron-size, magnetically-

soft iron randomly dispersed in a hydrocarbon oil along with additives that promote

homogeneity and inhibit gravitational settling. The fluid has a density of 3.28 g/cm3.

The damper is 21.5 cm long in its extended position, and the main cylinder is 3.8 cm

in diameter. The main cylinder houses the piston, the magnetic circuit, an accumulator and

Figure 7.1 Schematic of MR Damper.
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50 ml of MR fluid, and the damper has a  cm stroke. As shown in Fig. 7.1, the MR

fluid valve is contained within the damper piston and consists of an annular flow channel

having an inner diameter of 27 mm and an outer diameter of 28 mm. The magnetic field is

applied radially across the resulting 0.5 mm dimension, perpendicular to the direction of

fluid flow. The total axial length of the flow channel is 15 mm of which 7 mm is exposed

to the applied magnetic field. Thus, the total volume of fluid that sees the magnetic field at

any instant is about 0.3 ml. The magnetic field can be varied from 0 to 200kA/m for cur-

rents of 0 to 1 amp in the electromagnet coil, which has a resistance of 4 . The total

inductance of the MR fluid valve is 40 mH, resulting in an L/R time constant of 10 msec.

The peak power required is less than 10 watts, which would allow the damper to be oper-

ated continuously for more than an hour on a small camera battery. For this example, the

current for the electromagnet is supplied by a linear current driver running off of 120 volts

AC and generates a 0 to 1 amp current that is proportional to a commanded DC input volt-

age in the range 0–3 V. With this power supply, the damper typically reaches rheological

equilibrium in less than 6.5 msec after applying the magnetic field (Carlson and Weiss

1994). Forces of up to 3000 N can be generated with devices of this size, with small varia-

tions over a broad temperature range (varying less than 10% in the range of –40 to 150

degrees Celsius).

7.2  Behavior of a Magnetorheological Damper

To take full advantage of the unique features of the MR damper in control applica-

tions, a model must be developed that can accurately reproduce the behavior of the MR

damper. The load frame shown in Fig. 7.2 was designed and built for the purpose of

obtaining the MR damper response data necessary for identification studies. In this setup,

a double-ended hydraulic actuator, manufactured by Nopak, was employed to drive the

2.5±

Ω
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damper. The actuator had a 3.8 cm diameter cylinder and a 30.5 cm stroke and was fitted

with low-friction Teflon seals to reduce nonlinear effects. A servo-valve, made by

Dynamic Valves, Inc., with a nominal operational frequency range of 0–45 Hz was used

to control the actuator. ASchaevitz linear variable differential transformer (LVDT) was

used to measure the displacement of the piston-rod of the MR damper, and an Omega load

cell with a range of 4540 N was included in series with the damper to measure the out-

put force. Using this experimental setup, dynamic responses of the damper can be mea-

sured for a wide range of prescribed displacement wave forms, including sine, step,

triangle and pseudo random.

 Using the setup depicted in Fig. 7.2, a series of preliminary tests was conducted to

measure the response of the damper under various loading conditions. In each test, the

hydraulic actuator was driven with a sinusoidal signal with a fixed frequency, and the

voltage applied to the prototype MR damper was held at a constant level. A wide range of

frequencies, amplitudes and voltage levels were considered. The data was sampled at 256

Hz. The velocity response was calculated from the measured displacements via a central

difference approximation.

The response of the MR damper due to a 2.5 Hz sinusoid with an amplitude of 1.5 cm

is shown in Fig. 7.3 for four constant voltage levels, 0 V, 0.75 V, 1.5 V, and 2.25 V, being

applied to the power amplifier for the device. These voltages correspond to 0 A, 0.25 A,

MR Damper
Force

TransducerHydraulic Actuator

Figure 7.2 Test Setup for MR Damper Identification.

±
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0.5 A and 0.75 A, respectively. The force generated as a function of time is shown in Fig.

7.3a, the force-displacement loop is shown in Fig. 7.3b and the force-velocity loop is

shown in Fig. 7.3c. Note that the force-displacement loops in Fig. 7.3b progress along a

clockwise path with increasing time, whereas the force-velocity loops in Fig. 7.3c

progress along a counter-clockwise path with increasing time.

In Fig. 7.3, the effects of changing the magnetic field are readily observed. At 0 V the

MR damper primarily exhibits the characteristics of a purely viscous device (i.e., the

force-displacement relationship is approximately elliptical, and the force-velocity rela-

tionship is nearly linear). However, as the voltage increases, the force required to yield the

MR fluid in the damper increases and produces behavior associated with a plastic material

Figure 7.3 Experimentally Measured Force for 2.5 Hz Sinusoidal Excitation
with an Amplitude of 1.5 cm.
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in parallel with a viscous damper,i.e., Bingham plastic behavior (Shames and Cozzarelli

1992). Also, notice that the increase in force for a given increase in the applied voltage is

approximately linear for voltages between 0–2.25 V. For the particular damper tested, sat-

uration of the MR effect occurs above 2.25 V.

From Fig. 7.3, observe that the force produced by the damper is not centered at zero.

This effect is due to the presence of an accumulator in the MR damper, which consists of a

bladder within the main cylinder (see Fig. 7.1) that is filled with nitrogen pressurized at

300 psi. The accumulator helps prevent cavitation in the fluid during normal operation and

accounts for the volume of fluid displaced by the piston rod as well as thermal expansion

of the fluid. From a phenomenological perspective, the accumulator acts like a spring in

the damper. In the experimental data provided in Fig. 7.3, the presence of the accumulator

produces an offset in the measured damper force and a slight vertical widening of the

response loops in the force-velocity plot. To obtain an effective model of the MR damper,

the stiffness associated with the accumulator must be taken into account.

Another interesting feature of the data that is important to note is seen in the force-

velocity responses shown in Fig. 7.3c. Focusing attention on the upper branch of the

force-velocity curve, which corresponds to decreasing velocities (i.e., negative accelera-

tions, and therefore positive positions), for large positive velocities, the force in the

damper varies linearly with velocity. However, as the velocity decreases and before it

becomes negative, the force-velocity relationship is no longer linear, decreasing rapidly

and smoothly. This roll-off in the force at small velocities is due to bleed or blow-by of

fluid between the piston and the cylinder and is necessary to eliminate harshness from the

subjective feel of the damper in vehicular applications. This type of behavior will be

sought in a model of the MR damper.
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7.3  Mechanical Model Formulation

Both nonparametric and parametric models have been considered to model the

observed behavior of controllable fluid dampers. Ehrgott and Masri (1994) presented a

nonparametric approach for modeling ER fluid dampers by assuming that the damper

force could be written in terms of Chebychev polynomials in the damper velocity and

acceleration. McClamroch and Gavin (1995) followed a similar approach in modeling an

ER device. One of the difficulties in this approach is that the resulting models are often

quite complex. Using basic mechanics, Kamath and Wereley (1996) and Makris,et al.

(1996) have developed parametric models to characterize ER fluids and fluid devices.

Alternatively, parametric models based on simple mechanical idealizations have been

considered by Stanway,et al.(1985, 1987) and Gamota and Filisko (1991) to describe the

behavior of controllable fluids and fluid dampers. Such an approach is advocated herein.

Next the effectiveness of several idealized mechanical models for predicting the response

of the prototype MR damper are examined, and a new model is proposed that addresses a

number of shortcomings associated with these models.

The Bingham viscoplastic model (Shames and Cozzarelli, 1992) is often used to

describe the stress-strain behavior of MR (and ER) fluids. In this model, the plastic viscos-

ity is defined as the slope of the measured shear stress versus shear strain rate data. Thus,

for positive values of the shear rate, , the total stress is given by

(7.1)

where  is the yield stress induced by the magnetic (or electric) field and  is the

viscosity of the fluid.

Based on the Bingham model, Stanway,et al. (1985, 1987) proposed an idealized

mechanical model, denoted the Bingham model, for the behavior of an ER damper. The

Bingham model consists of a Coulomb friction element placed in parallel with a viscous

γ̇

τ τy field( ) ηγ̇+=

τy field( ) η
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damper, as shown in Fig. 7.4. In this model, for nonzero piston velocities, , the force

generated by the device given by

(7.2)

where  is the damping coefficient and  is the frictional force, which is related to the

fluid yield stress. An offset in the force  is included to account for the nonzero mean

observed in the measured force due to the presence of the accumulator. Note that if at any

point the velocity of the piston is zero, the force generated in the frictional element is

equal to the applied force.

To assess its ability to predict the behavior of the MR damper, the model in Eq. (7.2)

was fit to the 2.5 Hz sinusoidal response data shown in Fig. 7.3 for the case in which the

command voltage to the current driver was a constant 1.5 V. The parameters chosen are

 N,  N sec/cm and  N. Fig. 7.5 shows a comparison

between the predicted and experimentally obtained responses. Although the force-dis-

placement behavior appears to be reasonably modeled, examination of the force-velocity

response and the temporal variation of the force shows that the behavior of the damper is

not captured, especially for velocities that are near zero. In particular, this model does not

exhibit the nonlinear force-velocity response observed in the data for the case when the

acceleration and velocity have opposite signs (or alternatively, when the velocity and the

x
c0

Figure 7.4 Bingham Model of a Controllable Fluid Damper
(Stanway,et al. 1985, 1987).

f f 0–

ẋ

f f f ẋ( ) c0ẋ f 0+ +sgn=

c0 f f

f 0

f f 670= c0 50= ⋅ f 0 95–=
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displacement have the same sign) and the magnitude of the velocities are small. While this

model may be adequate for response analysis, it is not adequate for control analysis.

Notice that the model predicts a one-to-one relationship between the force and velocity,

but the experimentally obtained data is not one-to-one. Furthermore, at zero velocity, the

measured force has a positive value when the acceleration is negative (positive displace-

ments), and a negative value when the acceleration is positive (negative displacement).

This behavior must be captured in a mathematical model to adequately characterize the

device for control applications.
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Figure 7.5 Comparison Between the Predicted and Experimentally
Obtained Responses for the Bingham Model.
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Focusing on predicting the behavior of ER materials, Gamota and Filisko (1991) pro-

posed an extension of the Bingham model, which is given by the viscoelastic-plastic

model shown in Fig. 7.6. The model consists of the Bingham model (i.e., a frictional ele-

ment in parallel with a dashpot) in series with a standard model of a linear solid (Shames

and Cozzarelli, 1992). The governing equations for this model are given by

, (7.3)

, (7.4)

where  is the damping coefficient associated with the Bingham model and ,  and

 are associated with the linear solid material. Note that when , .

Again, parameters for the model in Eqs. (7.3, 7.4) were determined to fit the 2.5 Hz

data shown in Fig. 7.3 for the case where the voltage to the current driver was 1.5 V. The

parameters chosen are  N,  N sec/cm,  N sec/cm,

 N/cm,  N/cm and  N. A comparison between the

predicted responses and the corresponding experimental data is provided in Fig. 7.7. As

might be expected, this model can portray the force-displacement behavior of the damper

well. In addition, it possesses force-velocity behavior that more closely resembles the

Figure 7.6 Model proposed by Gamota and Filisko (1991).
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experimental data. However, the governing equations (7.3, 7.4) are extremely stiff, mak-

ing them difficult to deal with numerically. Numerical integration of Eq. (7.3, 7.4) for the

parameters given previously required a time step on the order of  sec. Note that a

decrease in the damping, , can produce the nonlinear roll-off observed in the experi-

mental force-velocity relationship as the velocity approaches zero, but then even smaller

time steps are required to simulate the system. The numerical challenges of this model

constitute its main shortcoming, which was also noted in Ehrgott and Masri (1994).

One model that is numerically tractable and has been used extensively for modeling

hysteretic systems is the Bouc-Wen model (Wen 1976). The Bouc-Wen model is
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Figure 7.7 Comparison Between the Predicted and Experimentally
Obtained Responses for the Gamota and Filisko Model.
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extremely versatile and can exhibit a wide variety of hysteretic behavior. A schematic of

this model is shown in Fig. 7.8. The force in this system is given by

(7.5)

where the evolutionary variable  is governed by

. (7.6)

By adjusting the parameters of the model ,  and , one can control the linearity in the

unloading and the smoothness of the transition from the pre-yield to the post-yield region.

In addition, the force  due to the accumulator can be directly incorporated into this

model as an initial deflection  of the linear spring .

A set of parameters was determined to fit the response of the Bouc-Wen model to the

experimentally measured response of the MR damper shown in Fig. 7.3 (2.5 Hz sinusoidal

displacement and a constant applied voltage of 1.5V). The parameters for the model in Eq.

(7.5, 7.6) were chosen to be  N/cm,  N sec/cm,  N/cm,

 cm-2,  cm-2, ,  and  cm. A comparison

between the predicted responses and the corresponding experimental data is provided in

c0

k0

Figure 7.8 Bouc-Wen Model of the MR Damper.
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– Aẋd+=

γ β A

f 0

x0 k0

α 880= c0 50= ⋅ k0 25=

γ 100= β 100= n 2= A 120= x0 3.8=



186

Fig. 7.9. The Bouc-Wen model predicts the force-displacement behavior of the damper

well, and it possesses force-velocity behavior that more closely resembles the experimen-

tal data. However, similar to the Bingham model, the nonlinear force-velocity response of

the Bouc-Wen model does not roll-off in the region where the acceleration and velocity

have opposite signs and the magnitude of the velocities are small. To better predict the

damper response in this region, a modified version of the system in Fig. 7.8 is proposed, as

shown in Fig. 7.10. To obtain the governing equations for this model, consider only the

upper section of the model. The forces on either side of the rigid bar are equivalent; there-

fore,
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(7.7)

where the evolutionary variable  is governed by

. (7.8)

Solving (7.7) for  results in

. (7.9)

The total force generated by the system is then found by summing the forces in the upper

and lower sections of the system in Fig. 7.10, yielding

(7.10)

From Eq. (7.7), the total force can also be written as

. (7.11)

In this model, the accumulator stiffness is represented by  and the viscous damping

observed at larger velocities is represented by . A dashpot, represented by , is

fc0
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Figure 7.10 Proposed Mechanical Model of the MR Damper.
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included in the model to produce the roll-off that was observed in the experimental data at

low velocities,  is present to control the stiffness at large velocities, and  is the initial

displacement of spring  associated with the nominal damper force due to the accumula-

tor.

The parameters for the model in Eq. (7.9, 7.10) were chosen to be  N/cm,

 N sec/cm,  N/cm,  N sec/cm,  N/cm,

cm–2,  cm–2, , , and  cm, which fit the response of

the proposed model to the 2.5 Hz data shown in Fig. 7.3 for the case where the voltage to

the current driver was 1.5 V. A comparison between the predicted responses and the corre-

sponding experimental data is provided in Fig. 7.11. The proposed model for the damper
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Figure 7.11 Comparison Between the Predicted and Experimentally
Obtained Responses for the Proposed Model.
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predicts the behavior of the damper very well in all regions, including in the region where

the acceleration and velocity have opposite signs and the magnitude of the velocities are

small.

In addition to the graphical evidence of the superiority of the proposed model, a quan-

titative study of the errors between each of the models and the experimental data. For each

of the models considered here, the error between the predicted force and the measured

force has been calculated as a function of time, displacement and velocity over two com-

plete cycles. The following expressions have been used to represent the errors

, , (7.12)

where

(7.13)

(7.14)

(7.15)

. (7.16)

The resulting error norms are given in Table 7.1. In all cases, the error norms calculated

for the proposed model are considerably smaller than those calculated for the other models

considered, indicating that the proposed model is superior to the other models for the MR

damper considered.

Et

εt

σ f
------= Ex

εx

σ f
------= Eẋ
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Because of its flexibility and numerical tractability for sinusoidal displacement and

constant magnetic field, the proposed mechanical model will be used to predict the behav-

ior of the MR damper. In the next section, a generalization will be considered to model the

device when the magnetic field and the prescribed displacements are arbitrary functions of

time.

7.4  Generalization for Fluctuating Magnetic Fields

All of the data that we have examined previously has been based on the response of

the MR damper when the applied voltage, and hence the magnetic field, was held at a con-

stant level. However, optimal performance of a control system which utilizes this device is

expected to be achieved when the magnetic field is continuously varied based on the mea-

sured response of the system to which it is attached. To use the damper in this way, a

model must be developed which is capable of predicting the behavior of the MR damper

for a fluctuating magnetic field.

To determine a model that is valid for fluctuating magnetic fields, the functional

dependence of the parameters on the applied voltage (or current) must be determined. For

instance, the yield stress of the MR fluid is directly dependent on the magnetic field

strength, so the parameter  in Eqs. (7.9–7.11) is assumed to be a function of the applied

voltage. From the experimental results shown in Fig. 7.3, the steady state yield level

Table 7.1 Error Norms for MR Damper Models.

Model

Bingham Model 0.154 0.0398 0.133

Gamota and Filisko Model 0.196 0.0717 0.300

Simple Bouc-Wen Model 0.167 0.0585 0.135

Proposed Bouc-Wen Model 0.0351 0.0228 0.0445

Et Ex Eẋ

α
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appears to vary linearly with the applied voltage, and have a nonzero initial value (i.e., at 0

V). This nonzero initial value is due in part to the fluid which by design has a small yield

strength at zero field for stability against gravitational settling, and in part due to friction

in the piston rod seal. The viscous damping constants also vary linearly with the applied

voltage. Therefore, the following relations are proposed

,

and (7.17)

where the dynamics involved in the MR fluid reaching rheological equilibrium are

accounted for through the first order filter

(7.18)

and  is the voltage applied to the current driver. Optimal values of a total of fourteen

parameters ( , , , , , , , , , , , , and ) must be deter-

mined for the prototype MR damper.

A constrained nonlinear optimization was used to obtain these parameters. The opti-

mization was performed using a sequential quadratic programming algorithm available in

MATLAB (1994). Table 7.2 provides the optimized parameters for the generalized model

that were determined to best fit the data in a variety of representative tests, including: 1)

step response, 2) constant voltage/random displacement, and 3) random displacement/ran-

dom voltage. In the following paragraphs these tests will be described, and a comparison

made between the data and the responses predicted by the proposed model using the

parameters given in Table 7.2. Simulations were performed in SIMULINK (1994) using

the experimentally determined displacement  and calculated velocity  of the piston-

rod in determining the force generated in the damper model.
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The step response tests consisted of applying a triangular displacement to the damper,

resulting in regions in which the velocity is nearly constant, and applying a step change in

the applied voltage from 0 to 2.25 V as the damper passes through the middle of the stroke

( ). The measured displacement and applied voltage are shown in Fig. 7.12. The

measured force is expected to jump to a new value and remain there when the step in the

voltage occurs. Figure 7.13 compares the predicted results to the experimental data for the

input signals shown in Fig. 7.12. The model effectively predicts the behavior of the

device. The error norms given in Eq. (7.12) were calculated to be ,

, and  for this test. This test also verified that the damper reaches

rheological equilibrium within approximately 6 msec after the step voltage is applied.

Note that the sampling rate was increased to 3 kHz in this test to capture the higher fre-

quency content of the measured responses.

Table 7.2 Parameters for the Generalized Model

Parameter Value Parameter Value

21.0 N sec/cm 140 N/cm

3.50 N sec/cm V 695 N/cm V

46.9 N/cm 363 cm–2

283 N sec/cm 363 cm–2

2.95 N sec/cm V 301

5.00 N/cm 2

14.3 cm 190 sec–1

c0a
⋅ αa

c0b
⋅ ⋅ αb

⋅

k0 γ

c1a
⋅ β

c1b
⋅ ⋅ A

k1 n

x0 η

xd 0≈

Et 0.101=

Ex 0.051= Eẋ 0.107=
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Figure 7.12 Inputs Applied to the MR Damper in the Step Response Test.
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In the second test to verify the model, the damper was excited with a 15 second ran-

dom displacement record based on an El Centro earthquake acceleration record. A portion

of the displacement record of the damper is shown in Fig. 7.14. The voltage applied to the

current driver was a constant 2.25 V. The sampling rate was set at 2 kHz. The simulated

force is compared to the experimental data in Fig. 7.15. As seen here, the model accurately

predicts the behavior of the damper. For this test, the error norms given in Eq. (7.12) were

determined to be , , and .

For the final verification test, the inputs to the device were chosen to be characteristic

of the operating conditions the MR damper will experience when it is applied to a struc-

ture in a semi-active control system. In Chapter 8, a clipped-optimal control strategy is

proposed for controlling a three story model structure with an MR damper. A controlled

simulation was performed based on the numerical example therein. The input control sig-

nal and displacement of the MR damper determined from this simulation are shown in

Figure 7.16. This sample displacement and control input history were applied simulta-

neously to the MR damper. A comparison between the experimental results and the pre-

dicted behavior of the damper is shown in Figure 7.17. Again, excellent agreement is

found between the experimental and model responses. For this test, the error norms given

in Eq. (7.12) were determined to be , , and .

Figure 7.14 Displacement Input Applied to MR Damper in
Constant Voltage, Random Displacement Test.
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7.5  Summary

To take full advantage of the unique features of the MR damper, a high fidelity model

has been developed for control design and analysis. A review of several idealized mechan-

ical models for controllable fluid dampers has been presented. Subsequently, a new model

has been proposed that overcomes a number of the shortcomings of these models and can

effectively portray the behavior of a typical magnetorheological damper. This phenome-

nological model is based on a Bouc–Wen hysteresis model, which is numerically tractable

and is capable of exhibiting a wide variety of hysteretic behaviors. A dashpot has been

added in series with the Bouc–Wen model which creates the nonlinear roll-off observed in

the force as the velocity approaches zero; and an additional spring is incorporated into the

Figure 7.15 Comparison of the Model Results and the Experimental
Data for the Constant Voltage, Random Displacement Tests.
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model to account for the stiffness of the accumulator present in the prototype MR damper.

To obtain a model that reproduces the behavior of the damper with fluctuating magnetic

fields, three parameters are assumed to vary with the applied voltage. Additionally, a first

order filter has been incorporated into the model to account for the dynamics involved in

the MR fluid reaching rheological equilibrium. When compared with experimental data,

the resulting model was shown to accurately predict the response of the MR damper over

a wide range of operating conditions, including step voltage, random displacement/con-

stant voltage, and random displacement/random voltage tests. These results indicate that

the model can be effectively used for control algorithm development and system evalua-

tion.
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CHAPTER 8

Semi-Active Control Algorithm

As discussed in Chapter 7, MR dampers, like most semi-active control devices, are

intrinsically nonlinear, making it challenging to develop control strategies that can opti-

mally exploit their unique features. Many of the approaches to control of semi-active sys-

tems that have been proposed either use only local information in the control algorithm or

are based on state feedback (Leitmann and Reithmeier, 1993; McClamroch and Gavin

1995; Inaudi,et al., 1996). While local controllers can be effective, their ability to achieve

global response reduction is limited. Moreover, the use of state feedback is generally

viewed as being impracticable for civil engineering structures. However, as already dem-

onstrated in the previous chapters for active systems, control strategies based on accelera-

tion measurements are viable for structural control. In this chapter, a type of clipped-

optimal controller based on acceleration feedback is proposed for semi-active control sys-

tems and shown to be effective for civil engineering applications through numerical simu-

lation.

8.1  Clipped Optimal Control Algorithm Development

Although semi-active control systems use a fraction of the power required by a fully

active controller, these devices have the potential to approach, and even surpass, the per-

formance of the active systems (Ivers and Miller, 1989; Miller, 1988; Pattenet al., 1994;

Tseng and Hedrick, 1994; Dyke,et al., 1996c–f). Because semi-active control devices are
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inherently stable (in a bounded input - bounded output sense), high authority control strat-

egies may be designed and implemented, which, in practice, may result in performances

that may even surpass that of an actively controlled structure.

Consider a seismically excited structure controlled with a single MR damper. Assum-

ing that the forces provided by the MR damper are adequate to keep the response of the

primary structure from exiting the linear region, then the equations of motion can be writ-

ten as

(8.1)

where  is a one-dimensional ground acceleration,  is the measured force generated

between the structure and the MR damper (e.g., Eq. 7.10 or 7.11), and  is the state vec-

tor. The measurement equation is given by

(8.2)

where  is the vector of measured outputs, and  is the measurement noise vector. In this

application, the measurements typically available for control force determination include

the acceleration of selected points on the structure, the displacement  of the MR damper

and the measurement of the control force  provided by the MR damper.

The approach proposed here is to append a force feedback loop (Ivers and Miller,

1989) to induce the MR damper to produce approximately a desired control force . A

linear optimal controller  is then designed that provides the desired control force

 based on the measured responses , and the measured force, i.e.,

(8.3)

where { } is the Laplace transform. Although the controller  can be obtained

from a variety of synthesis methods, the /LQG strategies are advocated herein because
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of the stochastic nature of earthquake ground motions and because of their successful

application in previous studies.

The force generated by the MR damper cannot be commanded; only the voltage

applied to the current driver for the MR damper can be directly changed. To induce the

MR damper to generate approximately the desired optimal control force , the command

signal  is selected as follows. When the MR damper is providing the desired optimal

force (i.e., ), the voltage applied to the damper should remain at the present level.

If the magnitude of the force produced by the damper is smaller than the magnitude of the

desired optimal force and the two forces have the same sign, the voltage applied to the

current driver is increased to the maximum level so as to increase the force produced by

the damper to match the desired control force. Otherwise, the commanded voltage is set to

zero. The algorithm for selecting the command signal is graphically represented in Fig.

8.1 and can be concisely stated as

(8.4)

v

f c

v

f f c=
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f c

f
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Figure 8.1 Graphical Representation of Algorithm for
Selecting the Command Signal.
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where  is the voltage to the current driver associated with saturation of the magnetic

field in the MR damper, and ( ) is the Heaviside step function. A block diagram of this

semi-active control system is shown in Fig. 8.2.

8.2  Numerical Example

The performance of the clipped-optimal control algorithm presented in section 8.1 is

now evaluated through numerical simulation. A model of a three-story building config-

ured with a single MR damper is considered. The MR damper is rigidly connected

between the ground and the first floor of the structure. A diagram of the MR damper

implementation is shown in Fig. 8.3. The equations of motion of the structure are given by

(8.5)

Vmax

H ⋅

Figure 8.2 Block Diagram of the Semi-Active Control System.
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Damper Structure

Eq. (8.4)

y

Control Law

Kc(s)

M sẋ̇ Csẋ K sx+ + G f M sL ẋ̇g–=
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where  is the measured control force, defined by Eqs. (7.7–7.11, 7.17, 7.18),

 is a vector of the displacements of the three floors of the structure rela-

tive to the ground. The system matrices are

,

, ,

This system is a simple model of the scaled, three-story, test structure at the Structural

Dynamics and Control / Earthquake Engineering Laboratory (SDC/EEL) at the University

ẋ̇g

f

ẋ̇a2

ẋ̇a3

Figure 8.3 Diagram of MR Damper Implementation.

Control
Computer

Current
Driver
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of Notre Dame. Because the MR damper is attached between the first floor and the

ground, its displacement is equal to the displacement of the first floor of the structure rela-

tive to the ground,i.e.,  in Eqs. (7.7–7.11).

The structural measurements used for calculating the desired control force  include

the absolute accelerations of the three floors of the structure, and the displacement of the

MR damper (i.e., ). Thus, Eq. (8.5) can be written in the form of

Eqs. (8.1–8.2) by defining

, , (8.6)

, (8.7)

The MR damper parameters given in Table 7.2 are used for the simulation studies,

except that an appropriate translation of coordinates is made to cancel the initial offset

caused by the accumulator in the MR damper (i.e.,  was set at zero). The essential effect

was to eliminate the need to consider asymmetry in the results.

Acceleration feedback control strategies are employed to design the optimal control-

ler  in Eq. (8.3) for the system in Eq. (8.5).

For the control design, the absolute acceleration of the ground, , is taken to be a

stationary white noise, and an infinite horizon performance index is chosen that weights

the acceleration of the third floor,i.e.,

(8.8)
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. Further, the measurement noise is assumed to be identically distributed, statisti-

cally independent Gaussian white noise processes, and . The con-

troller is

(8.9)

where . Here,  is the full state feedback gain matrix for the deter-

ministic regulator problem given by

(8.10)

where  is the solution of the algebraic Ricatti equation given by

(8.11)

and

(8.12)

where  is the solution of the algebraic Ricatti equation given by

(8.13)

Calculations to determine  and  were performed using the control toolbox in MAT-

LAB (1994).

In simulation, the model of the structure is subjected to the NS component of the 1940

El Centro earthquake shown in Fig. 8.4. Because the system under consideration is a

scaled model, the earthquake must be reproduced at five times the recorded rate. The max-

imum structural responses to the El Centro earthquake are presented in Table 8.1. Here,

is the displacement of the th floor relative to the ground,  is the interstory drift (i.e.,

),  is the absolute acceleration of the th floor, and  is the applied control

force.
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Table 8.1 Peak Responses due to the El Centro Earthquake.

Control
Strategy

Uncontrolled Passive-Off Passive-On
Clipped-Optimal

Control
(MR Damper)

Ideal Active
Control

(cm)

0.538
0.820
0.962

0.211
0.357
0.455

0.076
0.196
0.306

0.114
0.185
0.212

0.108
0.154
0.236

(cm)

0.538
0.319
0.201

0.211
0.153
0.103

0.076
0.158
0.110

0.114
0.090
0.101

0.108
0.132
0.082

(cm/sec2)

856
1030
1400

420
480
717

281
494
767

696
739
703

445
393
569

(N)
– 258 979 941 941

Figure 8.4 Time Scaled NS Component of the Ground
Acceleration for the 1940 El Centro Earthquake.
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In this study, two cases are considered in which the MR damper is employed in a pas-

sive mode. In the first case, designatedpassive-off, the command voltage to the MR

damper is held at 0 V. The second passive case the voltage to the MR damper is held at the

maximum voltage level (2.25 V) and is denoted aspassive-on. The results for these two

cases indicate that both of the passive systems are able to achieve a reasonable level of

performance. As shown in Table 8.1, the passive-off system reduces the maximum rela-

tive displacement of the third floor by 52.7% of the uncontrolled values, and the passive-

on system achieves a 68.1% reduction. Both passive systems reduce the upper story abso-

lute accelerations and interstory displacements by approximately 50%. However, as com-

pared to the passive-off case, notice that the passive-on controller increases both the

absolute accelerations and the interstory displacements of the upper floors. Apparently,

choosing a passive device that produces the largest damping forces may not always be the

most effective approach to protective system design.

Using the control law in Eq. (8.4), the closed loop semi-active system is simulated.

Because the MR damper has the ability to dynamically modify its properties, the perfor-

mance of the system employing a clipped-optimal controller (i.e., semi-actively con-

trolled) surpasses that of both passive systems. The time responses for the third floor

relative displacement and the third floor absolute acceleration are shown in Fig. 8.5.

Notice that the MR damper is able to reduce the structural responses, even during the first

few cycles of the response. The peak structural responses to the El Centro earthquake are

given in Table 8.1. The clipped-optimal controller reduces the peak third floor relative dis-

placement by an additional 30.7% and reduces the maximum peak interstory displacement

by an additional 27.8%, as compared to the best passive responses. Notice that these per-

formance gains are achieved by the semi-active controller while requiring smaller control

forces than are required in the passive-on case. In addition, the semi-active controller
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reduces the maximum peak absolute floor acceleration more than the passive-on case,

although not quite as well as for the passive-off case.

Insight into how the semi-active system achieves improved performance over the pas-

sive system is seen by examining Fig. 8.6, which compares the control forces produced by

the MR damper for the strong motion portion of the El Centro earthquake operating in

both the semi-active and passive-on modes. A scaled version of the commanded voltage to

the MR damper is superimposed on the figure. The ability of the MR damper to quickly

respond to changes in the commanded voltage are clearly seen here. The peak in the struc-

tural responses occurs at approximately 0.8 seconds. At this time the semi-active force

increases and then sharply rolls off much faster than the force produced in the passive-on

Figure 8.5 Structural Responses of Uncontrolled and Semi-Actively
Controlled Systems Due to the El Centro Earthquake.
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mode. Interestingly, the forces applied by the MR damper operating in semi-active mode

are often smaller than those corresponding to the damper operating in the passive-on

mode, again indicating that larger damping forces do not always produce better results.

As a final study, an assessment is made of the ability of the MR damper to achieve the

performance of a comparable fully active control system. To this end, the active controller

is assumed to be ideal, in that actuator/sensor dynamics are not considered. As discussed

in Chapter 3, actuator/sensor dynamics often limit achievable performance. Moreover, the

forces generated by an actuator can be highly dependent on the corresponding response of

the structure, particularly for lightly damped system. In this study, the actuator used to

generate the control forces is considered to be nondynamic and capable of generating the

required control forces instantaneously; no interaction is allowed between the structure

and the actuator. With these assumptions, the active control case considered herein is des-

ignated anideal controller and represents an upper bound on active control system perfor-

mance for an appropriately sized actuator.

To have a basis for comparison of the active and semi-active control systems, a linear

active controller is designed such that the peak control force is the same as that of the

Figure 8.6 Command Signal and Control Force Applied in the Clipped-Optimal
Case, and Reaction Force for the Passive-On Case Due to the El Centro Earthquake.
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semi-active controller. Thus, the same capacity actuator would be required to implement

either control strategy. An /LQG optimal active controller is designed by weighting

both the third floor absolute acceleration and the third floor relative displacement.

The peak responses for the actively controlled structure are provided in Table 8.1.

The ideal active control system is also very effective in reducing the structural responses

due to the El Centro earthquake. Interesting, the peak third floor relative displacement was

10% smaller for the clipped optimal controller than for the active system. The maximum

of the peak interstory displacements is also 15% smaller with the clipped-optimal control-

ler than with the active control. This result is quite remarkable given that the MR damper

uses only a small fraction of the power required to operate the active control system. This

result may be attributed in part to the fact that semi-active devices are inherently stable,

allowing high authority control strategies to be effectively designed and implemented.

8.3  Summary

The effectiveness of the MR damper using the proposed clipped-optimal control law

has been demonstrated through numerical example. Excellent results were obtained when

this strategy was applied to control a model of a seismically excited three-story scaled

building model. Because the semi-active system has the ability to vary its properties to

more effectively control the structure, the clipped optimal controller performed better than

both the passive-off and passive-on, and even a comparably designed ideal active control

system. One of the attractive features of this control strategy is the fact that the feedback

for the controller is based readily obtainable acceleration measurements, thus making

them quite implementable. In addition, the proposed control design does not require a

model for the MR damper. In the following chapters the clipped-optimal control strategy

will be experimentally verified.

H2
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CHAPTER 9

Magnetorheological Damper

Experiment

The focus of this chapter is to present experimental verification of the acceleration

feedback control strategies for semi-actively controlled structures presented in Chapter 8

and demonstrate the effectiveness of the MR damper for structural control applications.

Following a description of the experimental setup, the system identification procedure for

semi-actively controlled structures, presented in Chapter 2, is applied to identify a model

of the MR damper/structure system and the integrated system model is verified. Based on

this identified model, controllers are designed and implemented on the three-story test

structure. The experimental results reported herein indicate that high performance can be

obtained with a semi-active control system using acceleration feedback control strategies.

9.1  Experimental Setup

Experimental verification of the acceleration feedback control strategies for the semi-

active control system employing the MR damper were performed on the test structure at

the Structural Dynamics and Control / Earthquake Engineering Laboratory at the Univer-

sity of Notre Dame. Figure 9.1 is a diagram of the semi-actively controlled, three-story,

model building. A single MR damper is installed between the ground and the first floor, as
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shown in Fig. 9.1. The MR damper employed here is the prototype device described in

Chapter 7.

Sensors are installed in the model building for use in determining the control action.

Accelerometers located on each of the three floors provide measurements the absolute

accelerations , an LVDT measures the displacement  of the MR damper,

and a force transducer is placed in series with the MR damper to measure the control force

 being applied to the structure. Note that only these five measurements are used in the

control algorithm. However, to evaluate the performance of the control strategies, LVDTs

are attached to the base and to each floor of the structure to measure the relative displace-

ments of the structure.

Implementation of the discrete controller was performed using the Spectrum Signal

Processing Real-Time Digital Signal Processor (DSP) System described in Chapter 2.

ẋ̇g

ẋ̇a1 xd,

ẋ̇a2

ẋ̇a3

Figure 9.1 Diagram of MR Damper Implementation.

f

Control
Computer

Current
Driver

MR Damper

ẋ̇a1 ẋ̇a2 ẋ̇a3 xd

f
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9.2  System Identification and Model Validation

To identify a model of the integrated MR damper/structure system, the approach to

system identification of semi-actively controlled structures outlined in section 2.2.2 is

employed. The first step in the identification process is to develop an input/output model

for the MR damper. In Chapter 7 a mechanical model was proposed and shown to accu-

rately predict the behavior of the prototype MR damper over a broad range of inputs. A set

of optimized parameters was determined to fit the response of the MR damper to the

experimentally obtained response in a series of displacement-controlled tests in which the

MR damper was driven with a hydraulic actuator. In the following sections, the remaining

steps of the system identification procedure for the integrated system are discussed.

9.2.1  Identification of the Structure

The second step in identifying a model of the integrated system is to determine an

input/output model of the structure. Because the structure itself is assumed to remain in

the linear region, the frequency domain approach to linear system identification discussed

in section 2.2.1 is used to identify a mathematical model of the test structure.

A block diagram of the structural system to be identified is shown in Fig. 9.2. The two

inputs are the ground excitation  and the applied control force . The four measured

system outputs include the displacement  of the structure at the attachment point of the

MR damper, and the absolute accelerations, , , , of the three floors of the test

structure (i.e., ). Thus, a  transfer function matrix must be

identified to describe the characteristics of the system in Fig. 9.2.

According to the procedure outline in Chapter 2, the first step in the identification of

the structure is to experimentally determine the transfer functions from each of the system

inputs to each of the outputs. The Tektronix Fourier analyzer was employed to obtain the

ẋ̇g f

xd

ẋ̇a1 ẋ̇a2 ẋ̇a3

y xd ẋ̇a1 ẋ̇a2 ẋ̇a3[ ]′= 4 2×
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experimental transfer functions for the structure. The transfer functions from the ground

acceleration to each of the measured responses were obtained by exciting the structure

with a band-limited white noise ground acceleration (0-50 Hz). During this test, the MR

damper is not connected to the structure, making . Similarly, the experimental

transfer functions from the applied control force to each of the measured outputs are deter-

mined. To this end, the MR damper is replaced with a hydraulic actuator to apply a band-

limited white noise (0-50 Hz) force to the structure while the ground acceleration  is set

equal to zero. The force transducer, mentioned previously, is placed in series with the

hydraulic actuator to directly measure the applied force.

Figures 9.3–9.7 show representative magnitude and phase plots for the experimen-

tally determined transfer functions obtained using twenty averages. The three distinct,

lightly-damped peaks occurring at 5.88, 17.5, and 28.3 Hz correspond to the first three

modes of the structural system. The errors near the peaks in the transfer functions from the

control force to the structural responses are due to the effects of control-structure interac-

tion. As discussed in Chapter 3, in the case of a lightly damped structure, the hydraulic

actuator used to apply the force is unable to apply significant forces at the natural frequen-

cies of the structure. The forces in this frequency range are very small and within the noise

level of the Tektronix instrument.

Figure 9.2 System Identification Block Diagram.
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Once the experimental transfer functions have been obtained, the next step in the sys-

tem identification procedure is to model the transfer functions as a ratio of two polynomi-

als in the Laplace variables. The decision was made to focus control efforts on reduction

of the structural responses in the first three modes. Thus, the model was required to be

accurate below 35 Hz. Six poles were necessary to model the input/output behavior of

each of the transfer functions in the frequency range of interest.

The system was then assembled in state space form using the analytical representation

of the transfer functions (i.e., the poles, zeros and gain). Because all of the transfer func-

tions required six states, the combined system had a total of twelve poles. The model

reduction procedure was applied and the twelve state system was reduced to a six state

system. A comparison of the reduced-order model to the experimental transfer functions is

shown in Figs. 9.3–9.7.

Figure 9.3 Comparison of Reduced-Order Model and Experimental Transfer
Function: Control Force to First Floor Absolute Acceleration.
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Figure 9.4 Comparison of Reduced-Order Model and Experimental Transfer
Function: Control Force to Second Floor Absolute Acceleration.
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Figure 9.5 Comparison of Reduced-Order Model and Experimental Transfer
Function: Control Force to Third Floor Absolute Acceleration.
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Figure 9.6 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to First Floor Absolute Acceleration.
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Figure 9.7 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to Second Floor Absolute Acceleration.
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9.2.2  Development of an Integrated System Model

The next step is to optimize the set of parameters for the MR damper model (given in

Eqs. 7.7–7.11, 7.17 and 7.18) for the case when it is installed in the test structure, and

combine the models of the device and structure to form the integrated system model

(shown in Fig. 9.9). It is necessary to update the parameters of the MR damper model

because when the MR damper is employed in the test structure it may be functioning at a

different operating point than in the initial tests in which the damper was driven with a

hydraulic actuator.

To identify a new set of parameters, a series of tests was conducted to measure the

response of the system with the MR damper in place. In these tests, the base of the struc-

ture was excited and various commanded voltages  were applied to the MR damper,

Figure 9.8 Comparison of Reduced-Order Model and Experimental Transfer
Function: Ground Acceleration to Third Floor Absolute Acceleration.
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including two constant voltage levels (0 V, 2.25 V) and a step function voltage (0 to 2.25

V). The recorded system responses included the force generated in the MR damper, abso-

lute accelerations of the floors of the structure, displacement of the structure at the MR

damper attachment point, displacement of the base, and displacement of the three floors of

the structure.

A least-squares output-error method was employed in conjunction with a constrained

nonlinear optimization to obtain the updated 14 model parameters required to model the

MR damper. The optimization was performed using the sequential quadratic programming

algorithm available in MATLAB (1994). Optimized parameters were determined to fit the

generalized model of the MR damper to the experimental data. The resulting parameters

are provided in Table 9.1.

The integrated system model is then formed by connecting the models of the MR

damper and structure as shown in Fig. 9.9. Verification of this integrated system model is

provided in the following section.

9.2.3  Verification of the Integrated System Model

To verify that the identified model is adequate for control synthesis and analysis, the

predicted response and experimental response were compared in one controlled case

xd
ẋ̇a1
ẋ̇a2
ẋ̇a3

Figure 9.9 Block Diagram of the Integrated Structural System.

f
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(Controller A as described in the following section). A comparison of the experimental

controlled responses and the predicted responses is shown in Figs. 9.10 and 9.11 for a

broadband excitation (0-20 Hz) with an rms ground acceleration of 0.20g. Good agree-

ment is obtained.

9.3  Control Design and Experimental Results

To evaluate the performance of the semi-active control system employing the MR

damper, eight controllers with various performance objectives were designed based on the

identified model of the integrated structure/MR damper system, and implemented in the

laboratory. The acceleration feedback control strategies based on /LQG methods, dis-

cussed in Chapter 8, were employed to design the optimal controller .

The results of four semi-active control designs, denoted A–D, are presented herein.

Controller A was designed by placing a high weighting on the third floor relative displace-

ment. Controllers B, C, and D were designed by placing a low, medium, and high weight-

ing, respectively, on the third floor acceleration. A summary of the control designs is

provided in Table 9.2.

Table 9.1 Updated Parameters for the Generalized Model.

Parameter Value Parameter Value

8.0 N sec/cm 100 N/cm

6.0 N sec/cm V 450 N/cm V

50 N/cm 363 cm–2

290 N sec/cm 363 cm–2

5.0 N sec/cm V 301

12 N/cm 2

14.3 cm 190 sec–1

c0a ⋅ αa

c0b ⋅ ⋅ αb ⋅

k0 γ

c1a ⋅ β

c1b ⋅ ⋅ A

k1 n

x0 η

H2

K c s( )
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Figure 9.10  Experimental and Predicted Responses of the Semi-Actively Controlled
System (Controller A): Floor Displacements and MR Damper Displacement.

Time (sec)

D
is

pl
ac

em
en

t o
f t

he
Experimental

Predicted   

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.3

0

0.3

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.4

0

0.4

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.6

0

0.6

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.4

0

0.4

M
R

 D
am

pe
r 

(c
m

)
T

hi
rd

 F
lo

or
 R

el
at

iv
e

D
is

pl
ac

em
en

t (
cm

)
S

ec
on

d 
F

lo
or

 R
el

at
iv

e
D

is
pl

ac
em

en
t (

cm
)

F
irs

t F
lo

or
 R

el
at

iv
e

D
is

pl
ac

em
en

t (
cm

)



221

Figure 9.11  Experimental and Predicted Responses of the Semi-Actively Controlled
System (Controller A): Floor Accelerations and Control Force.
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Two types of experimental tests were conducted to evaluate the performance of the

control designs. First the three story model structure was subjected to a scaled version of

the 1940 El Centro earthquake and the measured responses were recorded. To satisfy the

similitude relations, the earthquake must be reproduced at five times the recorded speed.

Because the MR damper is a nonlinear device, it is expected to perform differently at var-

ious excitation amplitudes. Thus, the tests were performed at two different excitation

amplitudes (80% and 120% of the recorded El Centro earthquake). In the second set of

tests, the three story model structure was subjected to a 200 second broadband signal (0–

20 Hz) andrms values of the measured responses were calculated. The tests were con-

ducted at three different excitation amplitudes including excitations withrms values of

0.06g (low), 0.13g (medium), and 0.20g (high).

Tables 9.3 and 9.4 provide summaries of the peak structural responses for the high

and low amplitude El Centro earthquake excitation tests, respectively. In addition to the

results for semi-active controllers, two passive cases are reported.Passive-offandpassive-

on refer to the cases in which the voltage to the MR damper is held at a constant value of

 and  Volts, respectively. Theuncontrolled response refers to

the case in which the MR damper is not attached to the structure. Here,  is the displace-

ment of the th floor relative to the ground,  is the interstory drift (i.e., ),

is the absolute acceleration of the th floor, and  is the measured control force.

Table 9.2 Description of Control Strategies for Each Design.

Controller Control Strategy

A High Weighting on the Third Floor Displacement

B Low weighting on the Third Floor Absolute Acceleration

C Medium Weighting on the Third Floor Absolute Acceleration

D High Weighting on the Third Floor Absolute Acceleration

V 0= V Vmax 2.25= =

xi

i di xi xi 1–– ẋ̇ai

i f
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Because the excitation levels used in the passive and controlled tests were consider-

able for the test structure, exciting the uncontrolled structure with the same magnitude

excitation could have been destructive. Therefore, the uncontrolled results presented

herein were obtained by exciting the structure with excitations that were 50% of those

used in the passive and controlled tests, and appropriately scaling the uncontrolled results

to the same magnitude excitation. Thus the uncontrolled results optimistically represent

the response of the structure if it were to remain linear throughout the tests.

The results of the earthquake tests indicate that the passive systems are able to

achieve a reasonable level of performance at both excitation levels. One might assume that

because the MR damper produces larger damping forces in the passive-on case, that the

responses would be smaller. At high excitation levels (Table 9.3), the passive-on control-

ler is able to achieve a larger reduction in the third floor displacement than the passive-off

case, but a modest increase in the third floor absolute acceleration is observed. In the case

of the low amplitude (80%) El Centro earthquake, most of the passive-on responses are

actually larger than the passive-off case. The third floor displacement, maximum inter-

story displacement, and maximum floor acceleration of the passive-on system are 11.3%,

10.9% and 19.0% larger, respectively, than the responses of the passive-off system.

Figure 9.12 shows the uncontrolled and semi-actively controlled structural responses

(using Controller A) for the high amplitude El Centro excitation. The effectiveness of the

proposed control strategy is clearly seen, with peak third floor displacement being reduced

by 74.5% and the peak third floor acceleration being reduced by 47.6%.

All of the semi-active control systems perform significantly better than both of the

passive systems. At high amplitudes (Table 9.3) Controller A achieves a 24.3% reduction

in the peak third floor displacement and a 29.1% reduction in the maximum interstory dis-

placement over the best passive case. Furthermore, these results were obtained while
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Figure 9.12 Controlled and Uncontrolled Structural Displacement
Responses Due to El Centro Earthquake (Controller A).
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Figure 9.13 Controlled and Uncontrolled Structural Acceleration
Responses Due to El Centro Earthquake (Controller A).
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achieving a modest reduction in the maximum acceleration over that of the passive

response. Additional reduction in the peak third floor relative displacement over the best

passive case is achieved with Controllers C (32.6%) and D (33.3%), although at an

increase in the maximum floor absolute acceleration. Notice that for all of the semi-

actively controlled systems, these performance gains are achieved while requiring smaller

control forces than are required in the passive-on case.

At low excitation amplitudes (Table 9.4), the reductions are not as great as in the pre-

vious case, but the semi-active controllers continue to perform better than the best passive

case. Controller A achieves a 11.3% reduction in the peak third floor relative displace-

ment, a 27.8% reduction in maximum interstory displacement, and a 3.6% reduction in the

maximum floor absolute acceleration over the best passive responses. Additional reduc-

tion in the peak third floor relative displacement is achieved with controllers B (20%), C

(23.8%), and D (23.3%), although, again, the acceleration responses are increased with

these controllers.

The rms responses for the three random excitation tests are provided in Tables 9.5

(high amplitude), 9.6 (medium amplitude), and 9.7 (low amplitude). Again, at all excita-

tion levels, the passive systems are able to achieve reasonable performance compared to

the uncontrolled responses. In the high amplitude tests, most of therms responses of the

passive-on system are better than those of the passive-off system. However, at lower exci-

tation levels, therms responses of the passive-on system are often larger than those of the

passive-off system. For instance, in both the low and medium amplitude tests, therms

third floor absolute acceleration is larger in the passive-on case than in the passive-off

case and in the low amplitude test, the maximum interstory displacement and third floor

relative displacement are increased.
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Table 9.3 Experimental Peak Responses Due to the 120% El Centro Earthquake.

Control
Strategy

Uncontrolled Passive-Off Passive-On
Clipped-Optimal

Controller A
Clipped-Optimal

Controller B
Clipped-Optimal

Controller C
Clipped-Optimal

Controller D

(cm)

0.710
1.068
1.249

0.236
0.362
0.436

0.126
0.312
0.420

0.127
0.229
0.318

0.157
0.264
0.335

0.153
0.215
0.283

0.151
0.213
0.280

(cm)

0.710
0.362
0.205

0.236
0.167
0.106

0.126
0.196
0.110

0.127
0.139
0.092

0.157
0.139
0.081

0.153
0.124
0.089

0.151
0.123
0.087

(cm/sec2)

879
1110
1500

666
714
804

920
808
897

711
642
786

874
673
653

936
932
766

957
859
748

 (cm) – 0.214 0.095 0.112 0.133 0.129 0.133

 (N) – 258 1030 696 668 769 754

Table 9.4 Experimental Peak Responses Due to the 80% El Centro Earthquake.

Control
Strategy

Uncontrolled Passive-Off Passive-On
Clipped-Optimal

Controller A
Clipped-Optimal

Controller B
Clipped-Optimal

Controller C
Clipped-Optimal

Controller D

(cm)

0.473
0.712
0.833

0.119
0.197
0.240

0.074
0.196
0.267

0.084
0.157
0.213

0.087
0.148
0.192

0.087
0.134
0.183

0.089
0.136
0.184

(cm)

0.473
0.241
0.137

0.119
0.099
0.067

0.074
0.132
0.083

0.084
0.086
0.066

0.087
0.085
0.060

0.087
0.076
0.060

0.089
0.077
0.059

(cm/sec2)

586
740
1000

388
481
500

595
546
594

462
457
482

542
579
521

647
739
538

657
759
545

 (cm) – 0.112 0.049 0.063 0.071 0.070 0.071

 (N) – 224 768 537 580 615 630

xi

di

ẋ̇ai

xd
f

xi

di

ẋ̇ai

xd
f
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In the random excitation tests, the semi-active systems perform significantly better

than the passive systems at reducing therms structural responses. All of the semi-active

controllers are able to reduce not only therms third floor relative displacements and inter-

story displacements, but also the maximumrms floor accelerations, below those obtained

with the passive systems. For all excitation levels, Controller B achieves the best perfor-

mance of the four semi-active control designs. In the high amplitude tests (Table 9.5),

Controller B attains a 14.6% reduction in third floor relative displacement, a 26.5% reduc-

tion in maximum interstory displacement, and a 23.6% reduction in the maximum floor

absolute acceleration over the best passive case. At medium amplitudes (Table 9.6), Con-

troller B achieves a 17.8%, 30.0% and 8.0% reduction in these responses, respectively.

Even at low amplitudes (Table 9.7), a modest reduction in the structural responses is

observed. Again, notice that the semi-active controllers achieve these performance levels

while using significantly less force than the passive-on system.
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Table 9.5 ExperimentalRMS Responses Due to the High Amplitude Random Excitation.

Control
Strategy

Uncontrolled Passive-Off Passive-On
Clipped-Optimal

Controller A
Clipped-Optimal

Controller B
Clipped-Optimal

Controller C
Clipped-Optimal

Controller D

(cm)

0.250
0.382
0.467

0.070
0.112
0.139

0.027
0.070
0.103

0.036
0.066
0.091

0.036
0.065
0.088

0.038
0.066
0.089

0.038
0.066
0.089

(cm)

0.250
0.156
0.123

0.070
0.048
0.035

0.027
0.049
0.036

0.036
0.039
0.031

0.036
0.036
0.027

0.037
0.036
0.029

0.038
0.036
0.029

(cm/sec2)

1020
576
999

274
184
292

226
178
292

228
159
250

209
153
223

228
179
244

225
176
241

 (cm) – 0.066 0.020 0.033 0.032 0.034 0.034

 (N) – 112 311 219 209 223 220

Table 9.6 ExperimentalRMS Responses Due to the Medium Amplitude Random Excitation.

Control
Strategy

Uncontrolled Passive-Off Passive-On
Clipped-Optimal

Controller A
Clipped-Optimal

Controller B
Clipped-Optimal

Controller C
Clipped-Optimal

Controller D

(cm)

0.164
0.248
0.304

0.036
0.059
0.077

0.018
0.049
0.073

0.022
0.043
0.062

0.022
0.043
0.060

0.023
0.043
0.061

0.023
0.044
0.061

(cm)

0.163
0.101
0.080

0.036
0.028
0.022

0.018
0.035
0.026

0.022
0.028
0.022

0.022
0.026
0.020

0.023
0.027
0.021

0.023
0.027
0.021

(cm/sec2)

663
374
649

168
112
176

162
134
208

154
115
174

149
113
162

161
127
172

161
126
172

 (cm) – 0.031 0.010 0.018 0.019 0.020 0.020

 (N) – 105 237 174 161 171 170

xi

di

ẋ̇ai

xd
f

xi

di

ẋ̇ai

xd
f
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Table 9.7 ExperimentalRMS Responses Due to the Low Amplitude Random Excitation.

Control
Strategy

Uncontrolled Passive-Off Passive-On
Clipped-Optimal

Controller A
Clipped-Optimal

Controller B
Clipped-Optimal

Controller C
Clipped-Optimal

Controller D

(cm)

0.075
0.115
0.140

0.013
0.026
0.035

0.009
0.026
0.037

0.009
0.024
0.034

0.010
0.023
0.033

0.010
0.023
0.033

0.010
0.023
0.033

(cm)

0.075
0.047
0.037

0.013
0.016
0.012

0.009
0.020
0.014

0.009
0.017
0.012

0.010
0.016
0.012

0.010
0.017
0.012

0.010
0.017
0.012

(cm/sec2)

306
173
300

88.3
68.3
92.5

114
88.1
113

102
78.3
102

102
76.8
95.6

105
78.4
96.8

105
78.7
96.9

 (cm) – 0.017 0.007 0.010 0.012 0.014 0.014

 (N) – 85.0 140 121 111 113 113

xi

di

ẋ̇ai

xd
f
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9.4  Summary

In this chapter, the efficacy of the clipped-optimal control strategy based on accelera-

tion feedback has been experimentally verified on a semi-actively controlled structure

employing a magnetorheological (MR) damper. First, a model of the integrated structure/

MR damper system was identified using the procedure outlined in Chapter 2. The inte-

grated model was then verified by comparing the predicted response of the controlled sys-

tem with the experimentally obtained response for a broadband excitation.

Four different controllers were tested. These controllers were designed with the

objective of minimizing either the third floor relative displacement or the third floor abso-

lute acceleration. The ability of the system to reduce both the peak responses, in the case

of the earthquake excitation, andrms response, in the case of the broadband excitation,

were studied. Excellent results were obtained with the semi-active system. In the large

amplitude El Centro excitation tests, the best controller achieved a 74.5% and 47.6%

reduction in the peak third floor relative displacement and peak third floor absolute accel-

eration, respectively, over the uncontrolled values. The response of the system was also

measured for two passive cases, designated passive-off and passive-on. All of the semi-

active controllers performed significantly better than both of the passive systems in reduc-

ing the peak responses.

The response of the semi-active system to a 0–20 Hz broadband excitation was also

measured. When the system was excited with a broadband excitation, the responses of the

semi-actively controlled system were significantly smaller than those of the uncontrolled

and passive systems. In the high amplitude broadband tests, as compared to the best pas-

sive results, the best controller reduced the 14.6% reduction in the third floor displace-

ment, a 26.5% reduction in the maximum interstory displacement, and a 23.6% reduction
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in the third floor absolute acceleration. The semi-active controllers achieve these perfor-

mance gains while using smaller control forces than in the passive-on system.

The capabilities of the MR damper have been shown to mesh well with the require-

ments and constraints associated with seismic response reduction in civil engineering

structures.
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CHAPTER 10

Conclusions and Recommendations

In this dissertation, acceleration feedback strategies have been developed and experi-

mentally verified for seismically excited structures employing both active and semi-active

control systems. Accelerations are readily available and provide inexpensive and reliable

measurements of the responses of a structure. Thus, in contrast to state feedback methods,

acceleration feedback control strategies are practically implementable.

First, the effects of actuator dynamics and control-structure interaction in structural

control systems were investigated. Typically, the dynamics of control actuators are closely

linked to the dynamics of the structure being controlled. A model of a hydraulic actuator,

typical of those used in control studies, was developed. Simulations were performed

which demonstrated the potential consequences of neglecting actuator dynamics and con-

trol-structure interaction. The effects of actuator dynamics and control-structure-interac-

tion were found to be highly important and must be incorporated into the structural model

to achieve high quality controllers.

The acceleration feedback control strategies have been successfully implemented and

verified for three different control system configurations: (i) active bracing, (ii) active ten-

don, and (iii) active mass driver. A frequency domain approach was employed to identify

linear models for the structural systems in each experiment. To consistently incorporate

actuator dynamics and control-structure interaction into the system models, the actuator
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was included in the structural system to be identified. /LQG control strategies were

applied to design controllers which primarily used the accelerations of the structure in

determining the control action. The ability of the control systems to reduce both peak

responses, in the case of transient excitations, andrms responses, in the case of random

excitations, was tested. In each of the three active control experiments, a significant reduc-

tion in the structural responses was achieved. The main conclusions of each experiment

are summarized in the following paragraphs.

The first successful implementation of acceleration feedback strategies was con-

ducted using an active bracing system in which the control actuator was rigidly connected

between the ground and first floor of the test structure. The controller, designed to mini-

mize the absolute accelerations of the floors of the structure, achieved a 37.8%, 56.4%,

and 61% reduction in thermsvalues of the floor accelerations when excited with a 0–100

Hz broadband excitation. Additionally, a significant reduction was observed in all three

modes of the structure.

In the second experiment, acceleration feedback strategies were verified for a larger

scale test structure at the National Center for Earthquake Engineering Research in Buffalo,

N.Y. The most effective controller, which was designed by weighting the accelerations of

the structure and included the ground acceleration as an additional measurement, achieved

a 62–68% reduction in therms structural responses to a 0–10 Hz broadband excitation, a

44–56% reduction in the peak responses due to the El Centro earthquake, and a 50–57%

reduction in the peak responses to the Taft earthquake. The damping ratios of the first

three modes of the structural system were increased to 11.1%, 6.8%, and 1.9%, respec-

tively. The results of the five control designs presented also indicated that weighting the

displacement in the control design resulted in a controller which was able to effectively

H2
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reduce primarily the structural displacements, while weighting the acceleration served to

minimize both the absolute accelerations and relative displacements of the structure.

Because of the number of full-scale implementations of active and hybrid mass driver

systems, the final validation of acceleration feedback control strategies for active control

systems was conducted using the three-story test structure at the Structural Dynamics and

Control Laboratory equipped with an active mass driver. Two similar controllers were

studied, both designed with the objective of minimizing the absolute accelerations of the

top two floors. The primary difference between the two control designs was that one con-

troller was designed to roll-off the control effort at higher frequencies where the modeling

errors were significant. The design that was not designed to roll-off the control effort had

the best performance, achieving a 77.4%, 80.5%, and 82.6% reduction in the absolute

accelerations of the three floors. Although the controller which rolled-off the control effort

did not perform quite as well (72.7%, 76.5%, and 80.1% reduction in the floor accelera-

tions), this controller required only 50%of therms actuator acceleration and 29% of the

peak actuator acceleration required by the other controller. Thus, for the controllers exam-

ined in this experiment, small performance gains required significantly larger control

forces.

The results of these three active control experiments indicate that effective, robust,

and practically implementable controllers can be developed using acceleration feedback

control strategies.

In the latter portion of this dissertation, a new semi-active control device called a MR

damper, was evaluated for use in structural response reduction to seismic loads. Because

of its mechanical simplicity, low operating power requirements, environmental robust-

ness, and demonstrated potential for developing forces sufficient for full-scale applica-

tions, it is a particularly promising device for structural response reduction. A prototype
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damper was obtained from the Lord Corporation of Cary, North Carolina, for laboratory

testing. First, a mechanical model for the MR damper, based on the Bouc-Wen model, was

developed and shown to effectively portray the intrinsic nonlinear behavior of a typical

magnetorheological damper.

This model was then used to investigate, through simulation, the efficacy of a

clipped-optimal control algorithm based on acceleration feedback. The approach is to

append a force feedback loop to induce the MR damper to produce approximately a

desired control force. Although a variety of methods may be used to obtain the desired

control force, /LQG methods have been applied because of the stochastic nature of

earthquake ground motions and because of their successful application in previous studies.

In these simulations, the MR damper was employed to control a model of a three-story

structure subjected to an El Centro earthquake. The semi-active control system reduced

the third floor relative displacement by 77.9% and the third floor absolute acceleration by

49.8%. The performance of the semi-active system surpassed that of two passive systems

considered (designated passive-off and passive-on) while utilizing smaller control forces.

Additionally, the semi-active system performed significantly better than a comparable

ideal active control system using the same control forces. These performance gains are

attributed in part to the fact that the MR damper can quickly respond to changes in the

command voltage, and because the device is inherently stable, allowing high authority

control strategies to be effectively designed and implemented.

The performance of the MR damper was experimentally verified on the three-degree-

of-freedom test structure at the SDC/EEL. A single MR damper, rigidly attached between

the ground and the first floor of the structure, was used to control the structure. First, a

novel approach for the nonlinear identification of semi-actively controlled structures was

applied to identify the integrated MR damper/structure system. Then, four clipped-optimal

H2
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controllers were designed and implemented on the test structure. The MR damper per-

formed well in reducing both peak structural responses to the El Centro earthquake and

rms responses to a random excitation. In the large amplitude El Centro excitation tests, the

best controller achieved a 74.5% and 47.6% reduction in the peak third floor relative dis-

placement and peak third floor absolute acceleration, respectively, over the uncontrolled

values. Because the MR damper has the ability to dynamically modify its properties, the

performance of the semi-active system surpassed that of the two different passive systems

considered. In the high amplitude broadband tests, as compared to the best passive results,

the best controller reduced the 14.6% reduction in the third floor displacement, a 26.5%

reduction in the maximum interstory displacement, and a 23.6% reduction in the third

floor absolute acceleration.

The experimental results reported indicate that high performance can be attained with

a semi-active control system using acceleration feedback control strategies and the charac-

teristics of the MR damper meet the requirements associated with seismic response reduc-

tion in civil engineering structures.

Future Studies

Some recommendations for future studies related to this work are:

• Acceleration feedback strategies have been verified for control systems employing

a single control actuator or a single semi-active MR damper. Control systems

which use multiple control devices, as is likely for full-scale implementations,

should be investigated and implemented in the laboratory.

• Throughout this dissertation the structural system was assumed to remain in the

linear region, but the structure will inevitably become nonlinear at some point due
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to excessive excitation levels. Methods of analyzing and controlling the structures

in these situations must be developed.

• Semi-active structural control devices appear to be particularly promising in

addressing a number of questions about structural control systems and advancing

the acceptance of structural control as a viable technology. However, these devices

are intrinsically nonlinear, making modeling and control design challenging tasks.

Standarized analysis techniques, system identification methods, and evaluation

procedures must be established to study these devices for structural control appli-

cations.

• One of the attractive features of the clipped-optimal control strategy employed in

the semi-active systems is that it does not require a model for the MR damper,

although the model of the damper is important to system analysis. However, con-

trol algorithms that explicitly incorporate actuator dynamics and control-structure

interaction into the design process may offer additional performance gains and

should be investigated.

• Preliminary tests indicate that MR dampers, such as the one studied in this

research, may be scaled up to create devices that are capable of generating the

forces required in full-scale structural control applications. Full-scale MR dampers

must be designed, built, and tested to confirm the scaleability of these devices. Fur-

thermore, these devices must be modeled.

• Before structural control systems are implemented in full-scale structures, guide-

lines and codes will be necessary for the design of structures which employ control

systems. The requirements of these guidelines and codes should be considered.

• Because the MR damper is a nonlinear device, the response of the device is depen-

dent on the amplitude of the inputs. Thus, to achieve high performance levels in



239

the controlled system, studies should be conducted to observe and model the varia-

tion in the response of the device at various amplitudes and to develop a procedure

which can be used to size the device properly for a structure being controlled.

• Although the procedure used herein for the identification of linear systems yields

high quality models, more systematic methods are sought that are capable of iden-

tifying real poles and/or zeros typically introduced due to the dynamics of the actu-

ators.
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